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ABSTRACT. We study the regularity and large-time behavior
of a crowd of species driven by chemo-tactic interactions. What
distinguishes the different species is the way they interact with
the rest of the crowd: the collective motion is driven by dif-
ferent chemical reactions which end up in a coupled system of
parabolic Patlak-Keller-Segel equations. We show that the den-
sities of the different species diffuse to zero provided the chem-
ical interactions between the different species satisfy a certain
sub-critical condition; the latter is intimately related to a log-
Hardy-Littlewood-Sobolev inequality for systems due to Shafrir
& Wolansky. Thus, for example, when two species interact,
one of which has mass less than 4π , then the 2-system stays
smooth for all time independent of the total mass of the system,
in sharp contrast with the well-known breakdown of one species
with initial mass > 8π .
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1. INTRODUCTION

In this paper, we consider the multi-species parabolic-elliptic Patlak-Keller-Segel
(PKS) system which models chemotaxis phenomena involving multiple bacteria
species

(1.1)




∂tnα +∇ · (∇cαnα) = ∆nα, α ∈ I,
−∆cα =

∑

β∈I
bαβnβ,

nα(x, t = 0) = nα0(x), x ∈ R2.

Here, nα, cα denote the bacteria and the chemical densities, respectively. The
parameters α,β ∈ I indicate different species of bacteria/chemicals. The total
number of species, which is denoted |I| throughout the paper, is assumed to be
finite. The first equation in the system (1.1) describes the time evolution of the
bacteria density nα subject to chemical density distribution cα and diffusion. The
second equation governs the evolution of the chemical density cα, which is de-
termined by the collective effect of different species of bacteria nβ. The chemical
generation coefficients bαβ represent the relative impact of the bacteria distribution
nβ on the generation of the chemical cα.

We comment that system (1.1) covers the more general setup, in which each
species has its own sensitivity to the chemo-attractant, quantified by the positive
constant parameters {χα},

(1.1)′




∂tnα + χα∇ · (∇cαnα) = ∆nα, α ∈ I,
−∆cα =

∑

β∈I
bαβnβ,

nα(x, t = 0) = nα0(x), x ∈ R2.

Indeed, if we let ηα > 0 be scaling parameters at our disposal, we set n′α := ηαnα
and c′α := χαcα. Then, (1.1)′ is reduced to (1.1) for the “tagged” variables,
(n′α, c

′
α), with rescaled generation array, b′αβ = χαbαβη−1

β . In particular, choosing
ηβ = 1/χβ shows that if B = {bαβ} is symmetrical, then so is B′.

In the last few years, social interaction within biofilms—a special form of bac-
teria colonies—has aroused increasing interest among the biology and biophysics
community [12]. In a biofilm, billions of bacteria of different species live together
and create hard-to-remove infections. Different cells in the biofilm specialize in
various tasks, including acquiring food, defending the colony, and preserving ge-
netic information. Chemical signals and ion signals are generated to communicate
information within these bacteria colonies. The multi-species PKS model (1.1)
serves as an attempt to understand the biofilm. Moreover, in the Chemotaxis ex-
periment, the bacteria involved have large genetic variation. For example, E. coli
only share 30% of their genes. Equation (1.1) serves as a more accurate model
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than single-species dynamics, taking into account the possible genetic variation
appearing in the experiments.

We recall the large literature on the single species PKS model (1.1) (|I| = 1),
referring the interested reader to the review [18] and the following works: [3–6],
[10,11], [19], [17], [24], [23], [26], [20]. We summarize the essential results here.
The preserved total mass of the solution M := |n(t)|L1 = |n0|L1 determines the
long time behavior. If the intitial data n0 has subcritical mass M < 8π and finite
second moment, the unique global smooth solutions exist for all time, [5], [7],
[13]. If M is strictly greater than 8π and the second moment is finite, solution
blows up in finite time, [19], [22], [5]. If M = 8π , the solution aggregates to a
Dirac mass as time tends to infinity [4].

The multi-species PKS equation (1.1) has attracted increasing interest in the
last decade. Its study originates in Wolansky’s work [27]. Since then, much re-
search has been carried out in the specific case of two interacting species [9], [2],
[21], [1], [15], [14]. Even in the two-species case, the PKS systems (1.1) behave
differently from the single-species ones. Consider the PKS equation (1.1) subject
to symmetrical chemical generation coefficients

(1.2) B :=
[
b11 b12

b21 b22

]
=
[

0 1
1 0

]
,

which models two species with cross-attractions. We will prove that if one species
has mass strictly less than 4π , the solutions to (1.1) exist globally regardless of
the mass of the other species. However, if some critical mass constraint is vio-
lated, the solutions undergo finite time blow-up. On the other hand, for some

special non-symmetrical chemical generation matrices, for example, B =
[

0 1
−2 0

]
,

the solutions n := {nα}α∈I to (1.1) decay to zero unconditionally.
In this paper, we quantify a global well-posedness condition for the multi-

species PKS model (1.1) subject to symmetrical chemical generation coefficients,
and we characterize its longtime behavior (for both—symmetrical and non-sym-
metrical cases), along the lines of our results announced in [16].

Before stating the main theorems, we list the basic assumptions and termi-
nologies. The following initial conditions are always assumed:

(1.3)
∑

α∈I
nα0(1+ |x|2) ∈ L1(R2); nα0 lognα0 ∈ L1(R2), ∀α ∈ I.

We store the chemical generation coefficients bαβ and the masses

Mα = |nα(·, t)|1 ≡ |nα0|1

in compact matrix/vector form:

B := {bαβ}α,β∈I , B+ := {(bαβ)+}α,β∈I ,
M := {Mα}α∈I , Mα = |nα0|1,
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where (·)+ denotes the positive part of the function. We introduce the function
QB,M acting on subsets J of the index set I,

(1.4) QB,M[J] =

∑

α,β∈J
bαβMαMβ

∑

α∈J
Mα

, J ⊂ I.

In particular, if J = I, then QB,M[J] has a simple matrix representation: namely,
QB,M[I] = 〈BM,M〉/|M|1, where 〈·, ·〉, | · |1 denote the Euclidean inner product
and the ℓ1-vector norm.

We first studied the multi-species PKS system (1.1) subject to symmetrical
arrays

(1.5) bαβ = bβα, ∀α,β ∈ I.
As in the single species case, there exists natural dissipated free energy for the
system (1.1):

E[n] =
∑

α∈I

∫
nα lognα dx(1.6)

+
∑

α,β∈I

bαβ
4π

∫∫
nα(x) log |x − y|nβ(y)dx dy,

n := (nα)α∈I .
The proof of the dissipation of (1.6) is postponed to the next section. We solve the
equation (1.1) in the distribution sense with a free energy dissipation constraint.

Definition 1.1 (Free energy solutions). For any distributional solutions n to
the equation (1.1) subject to initial data n0, these are the free energy solutions to
(1.1) if the following free energy dissipation inequality holds on some maximal
time interval [0, T⋆):

(1.7) E[n(t)]+
∑

α∈I

∫ t
0

∫

R2
nα|∇ lognα −∇cα|2 dx ds à E[n0],

for all t ∈ [0, T⋆). If the equality in (1.7) is satisfied, we call it free energy
dissipation equality.

The existence and blow-up theorems of (1.1) are stated as follows.

Theorem 1.2 (Global existence: subcritical mass). Consider the equation
(1.1) subject to initial conditions (1.3). If the symmetrical chemical generation matrix
B (B+ ≠ 0) and the mass vector M satisfy the subcritical mass constraint

QB+,M[I] < 8π,(1.8a)

QB+,M[J] < QB+,M[I] ∀∅ ≠ J Î I,(1.8b)

then the free energy solutions to (1.1) exist for all finite time.
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The multi-species mass condition (1.8) recovers the threshold for global reg-
ularity of a single species (after rescaling), χM < 8π , which is known to be sharp
[5, 7, 13, 19, 22]. It also provides a sharp characterization for global regularity of
two-species dynamics.

Following are three prototypical examples.

Example 1.3 (Competition of two species). We consider the 2-species dy-
namics (1.2) with general sensitivity coefficients χ1, χ2 > 0,

∂tn1 + χ1∇ · (n1∇c1) = ∆n1,

∂tn2 + χ2∇ · (n2∇c2) = ∆n2,
{
−∆c1 = n2,

−∆c2 = n1.

Note that Theorem 1.2 applies to the rescaled variables n′α = nα/χα with rescaled
masses M ′

α = Mα/χα and the corresponding rescaled concentrations c′1 := χ1c
and c′2 := χ2c, coupled through the chemical generation array

B =
[

0 χ1χ2
χ1χ2 0

]
.

The sub-critical condition (1.8a) now reads ((χ2M1)
−1 + (χ1M2)

−1)−1 < 4π ,
while (1.8b) is void sinceQB,M′[J] = 0 for J = {1}, {2}. In particular, if the mass
of one species—either χ2M1 or χ1M2—is strictly less than 4π , then (1.8) holds:
global regularity follows independently of the mass of the other species.

Example 1.4 (Competition of three- and many-species). Consider the 3-
species dynamics (1.2) with positive sensitivity coefficients χ1 = χ3 := χ and χ2,

∂tnα + χα∇ · (nα∇cα) = ∆nα, α ∈ {1,2,3}

−∆



c1

c2

c3


 =




0 1 0
1 0 1
0 1 0






n1

n2

n3


 .

Theorem 1.2 applies to the rescaled variables n′α = nα/χα with rescaled masses
M ′
α =Mα/χα and the corresponding rescaled chemical generation array

B =




0 χ1χ2 0
χ1χ2 0 χ2χ3

0 χ2χ3 0


 .

The sub-critical condition (1.8b) with J = {1,2} ⊂ {1,2,3} requires

2
M1M2

M1/χ1 +M2/χ2
< 2

M1M2 +M2M3

M1/χ1 +M2/χ2 +M3/χ3
,
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which is satisfied for all the Mα (recalling that χ3 = χ1). Similarly, the sub-critical
condition (1.8b) with J = {2,3} ⊂ {1,2,3} requires that

2
M2M3

M2/χ2 +M3/χ3
< 2

M1M2 +M2M3

M1/χ1 +M2/χ2 +M3/χ3

hold for all the Mα; finally, (1.8b) with J = {1,3} is void, and hence it remains to
verify that (1.8a) holds:

2
M1M2 +M2M3

M1/χ1 +M2/χ2 +M3/χ3
< 8π.

This inequality is satisfied if

1
1/χ2M1 + 1/χ1M2

+ 1
1/χ3M2 + 1/χ2M3

< 4π

For example, if χM2 < 2π , then (1.8) holds, and global regularity follows inde-
pendently of the mass of the pother species, M1 and M3.

This can be extended to a general many-species array




0 1 0 . . . . . .
1 0 1 0 . . .

0 1
. . .

. . .
. . .

0
. . .

. . . 0 1

0 . . .
. . . 1 0




.

Example 1.5 (Cooperation of two species). Consider now the 2-species dy-
namics [8, 14]

∂tn1 + χ1∇ · (n1∇c) = ∆n1,

∂tn2 + χ2∇ · (n2∇c) = ∆n2,

∆c +n1 +n2 − c = 0.

Theorem 1.2 applies to the rescaled variables n′α = nα/χα with rescaled
masses M ′

α = Mα/χα and the corresponding rescaled chemical generation array

B =
[
χ2

1
χ1χ2

χ1χ2 χ2
2

]
.
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The sub-critical condition (1.8) now reads

max{χ2
1
M ′

1, χ
2
2
M ′

2} <
(χ1M

′
1 + χ2M

′
2)

2

M ′
1 +M ′

2
< 8π,

or, after scaling back,

max{χ1M1, χ2M2} <
(M1 +M2)2

M1/χ1 +M2/χ2

< 8π.(1.9)

The inequality on the right of (1.9) coincides with the first part of character-
ization for global existence in [14, Theorem 1]. The inequality on the left of
(1.9) holds whenever 1

2 < χ1/χ2 < 2 (independent of the Mi). Observe that
(1.9) implies—and is therefore more restrictive than—the second part of the
general characterization for global existence in [14, Theorem 1] which requires
max{χ1M1, χ2M2} < 8π .

While the last two examples show that the sub-critical mass condition (1.8b)
may or may not be sharp for general |I| á 2 species, the necessity of the upper-
bound in (1.8a) is stated in the following.

Theorem 1.6 (Blow-up: supercritical mass). Consider the equations (1.1)
subject to smooth initial data nα ∈ Hs , ∀α ∈ I, s á 2, with finite second moment,
and governed by a symmetrical chemical generation matrix (1.5). If QB,M[I] > 8π ,
then the solution blows up at a finite time.

Remark 1.7. Theorem 1.6 tells us that the bound QB,M[I] à 8π is necessary
for existence of global-in-time free energy solution. A sufficient condition for this
(strict) bound to hold is given by (consult Proposition 3.5 below)

(1.10) ρ(B+)max
α
Mα < 8π, ρ(X)|X∈SymmaI×I := max

α
λα(X).

Thus, (1.10) implies that the first inequality (1.8a) is satisfied. As an example, we
revisit the two-species example (1.2) (with χ1 = χ2 = 1). In this case, QB,M[J] =
0 for J Î I, so the second inequalities in (1.8b) are void: it is only the first part,
(1.8a), that needs to be verified. Here, ρ(B+) = 1 and the sufficient condition
(1.10) amounts to maxα∈{1,2}Mα < 8π , which suffices (yet stronger than the
sharp (M−1

1 +M−1
2 )−1 < 4π encountered before) for (1.8a), and hence the global

existence of (1.2).

To formulate the smoothness and uniqueness theorems, we need further phys-
ical restriction on the free energy solutions. First, the physical solutions to equa-
tion (1.1) should satisfy the conservation of mass:

(1.11a) |nα(t)|1 ≡ |nα(0)|1 =Mα, ∀α ∈ I, ∀ t ∈ [0, T⋆).

Moreover, by formal computation, which is postponed to the next section, we
have that the total second moment of the physically relevant solutions should
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grow linearly:

V[n] :=
∑

α∈I
Vα(t) =

∑

α∈I

∫
nα(x, t)|x|2 dx(1.11b)

=
(∑
α

4Mα

)(
1− QB,M[I]

8π

)
t +

∑

α∈I
Vα(0), ∀ t ∈ [0, T⋆).

Finally, as it is well known the boundedness of the entropy S[nα] :=
∫ α
n

lognα is

closely related to existence of smooth solutions, we consider free energy solutions
subject to bounded entropy and free energy dissipation:

(1.11c) At[n] := sup
s∈[0,t]

{ ∑

α∈I

∫
nα(x, s) log+nα(x, s)dx

}

+
∑

α∈I

∫ t
0

∫
nα(x, s)|∇ lognα(x, s)−∇cα(x, s)|2 dx ds < ∞,

for all t < T⋆, where T⋆ denotes the maximal existing time and log+ denotes
the positive part of the function log. A similar quantity is defined in the paper
[13]. We say that a free energy solution is physically relevant if it satisfies physical
constraints (1.11a), (1.11b), and (1.11c). Now we state the theorems concerning
the smoothness, uniqueness, and long-time behavior of the physically relevant free
energy solutions.

Theorem 1.8 (Smoothnness of the free energy solutions). Consider the equa-
tions (1.1) subject to initial condition (1.3) and symmetrical chemical generation ma-
trices B. The physically relevant free energy solutions (nα)α∈I are smooth, that is,
nα ∈ C∞((0, T⋆) × R2), ∀α ∈ I, where T⋆ is the maximal existence time. More-
over, the equality holds in (1.7).

Theorem 1.9 (Uniqueness of the free energy solutions). Consider the equa-
tion (1.1) subject to initial condition (1.3) and symmetrical chemical generation ma-
trix B. There exists at most one physically relevant free energy solution.

Theorem 1.10 (Longtime behavior of the free energy solutions). Consider
the solutions to (1.1) subject to initial condition nα ∈ Hs , ∀α ∈ I, s á 2, and
symmetrical chemical generation matrices (1.5). There exists a constant C, which only
depends on the initial data, such that the following estimate is satisfied:

∑

α∈I

∣∣nα(t)
∣∣2

2 à
C

1+ t , ∀ t ∈ [0,∞).

If the chemical generation matrix B is non-symmetrical, the free energy (1.6)
defined above is no longer dissipated. As a result, we cannot use the machinery
developed in [5] to prove a global well-posedness theorem. However, we can still
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prove the global existence and uniform-in-time boundedness results for the multi-
species PKS systems (1.1) subject to a special class of chemical generation matrices
which we call essentially dissipative matrices. The definition is as follows.

Definition 1.11. Define the sequences of subsets I(0) ⊂ I(1) ⊂ · · · ⊂ I(|I|)
of I as follows:

I(0) := {α ∈ I | bαβ à 0, ∀β ∈ I};
I(k) := {α ∈ I | bαβ à 0, ∀β ∈ I \ I(k−1)}, k ∈ {1,2, . . . , |I|}.

If I(|I|) = I, we called the matrix B essentially dissipative.

Remark 1.12. The simplest essentially dissipative matrices B are

[
0 1
−1 0

]
,




0 1 2
−1 0 3
−2 −4 0


 .

Essential dissipative matrices naturally arise when there are chasing-escaping phe-
nomena in the multi-species PKS system (1.1). For example, the system (1.1)
subject to chemical generation relation b12 = −b21 = 1, b11 = b22 = 0 describes
the situation where bacteria of species 1 are escaping from bacteria of species 2,
whereas bacteria of species 2 are chasing bacteria of species 1.

The theorem corresponding to the multi-species PKS model (1.1) subject to
essentially dissipative B is as follows.

Theorem 1.13 (Non-symmetrical interactions). Consider the multi-species
PKS system (1.1) subject to initial condition (nα)0 ∈ Hs , ∀α ∈ I, s á 2. As-
sume the chemical generation matrix B is essentially dissipative. Then, there exists a
uniformly bounded Hs solution to the equation (1.1) for all time; that is, there exists
a constant CHs = CHs({nα0}α∈I) such that

∑
α∈I |nα(t)|Hs à CHs < ∞, for all

t ∈ [0,∞). Furthermore, there exists a constant C, which depends only on the initial
data and B, such that the following estimate is satisfied:

∑

α∈I

∣∣nα(t)
∣∣2

2 à
C

1+ t , ∀ t á 0.

The paper is organized as follows. In Section 2, we give preliminaries and
the proof of Theorem 1.6. In Section 3, we prove the existence of global free
energy solutions with subcritical mass. In Section 4, we prove the smoothness of
the free energy solutions. In Section 5, we prove the uniqueness of the free energy
solutions. In Section 6, we explore the long-time behavior of the free energy
solutions. Finally, in the last section, we discuss the non-symmetrical case.

1.1. Notation. In the paper, we use the notation A ≲ B (A, B á 0), if
there exists a constant C such that A à CB. We will also use

∑
α to represent
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∑
α∈I unless otherwise stated. Constants CS , CHLS, ClHLS, CGNS, and CN are

used to represent universal constant depending on various differential(integral)
inequalities. The exact values might change from line to line. Given a vector w
we let |w|p denote its ℓp norm; given a vector function w(·) we let |w(·)|X
denote its norm in vector space X. In particular, |w(·)|p denote the usual Lp

spaces, and the distinction between ℓp and Lp spaces is clear from the text.

2. PRELIMINARIES

Two quantities are crucial in the analysis of the multi-species PKS dynamics (1.1):
the free energy E[n] (1.6) and the second moment

∑
α Vα (1.11b). In this section,

we calculate the time evolution of these two quantities formally, and give the proof
of Theorem 1.6.

As in the single species case, the free energy E[n] (1.6) is formally dissipated
under the equation (1.1).

Lemma 2.1. Consider smooth solutions n to the equation (1.1) subject to initial
data n0 and symmetrical B. The free energy E[n] (1.6) is decreasing and it satisfies
the free energy dissipation equality

E[n(t)] = E[n0]−
∑

α∈I

∫ t
0

∫
nα|∇ lognα −∇cα|2 dx ds(2.1)

=: E[n0]−
∫ t

0
D[n(s)]ds.

Proof. We apply the equation (1.1) and the symmetrical condition (1.5) to
calculate the time evolution of the free energy E[n]:

d

dt
E[n] =

∑
α

∫
(nα)t lognα −

∑
α

∫
cα(nα)t

2
dx(2.2)

−
∑
α

∫
(cα)tnα

2
dx

=
∑
α

∫
(nα)t lognα −

∑
α

∫
cα(nα)t

2
dx

+
∑

α,β

bαβ
4π

∫
(nβ)t(y) log |x −y|nα(x)dx dy

=
∑
α

∫
(nα)t lognα −

∑
α

∫
cα(nα)t

2
dx

+
∑

α,β

bαβ
4π

∫
(nα)t(x) log |x − y|nβ(y)dx dy

=
∑
α

∫
(nα)t(lognα − cα)dx.



Multi-Species Patlak-Keller-Segel System 1587

Equation (1.1) can be rewritten as ∂tnα = ∇ · (nα(∇ lognα − ∇cα)), and so
applying integration by parts on the time evolution of E[n] (2.2) yields

d

dt
E[n] = −

∑
α

∫
nα|∇ lognα −∇cα|2 dx à 0.

Now, by integration in time, we obtain (2.1). ❐

Next, we give the time evolution of the second moment.

Lemma 2.2. Consider the smooth solutions n to the equation (1.1) subject to
smooth initial data n0 ∈ Hs , s á 2, and symmetrical chemical generation matrix B.
The time evolution of the total second moment

∑
α∈I Vα (1.11b) satisfies the equality

(2.3)
d

dt
V[n] = d

dt

∑

α∈I
Vα =

( ∑

α∈I
4Mα

)(
1− QB,M[I]

8π

)
,

where QB,M is defined in (1.4).

Proof. Applying the equation (1.1), the definition ofQB,M (1.4), and the sym-
metry condition (1.5), we calculate the time evolution of the total second moment
as follows:

d

dt

∑
α

Vα =
∑
α

4Mα +
∑
α

∫
2x · (∇cαnα)dx

=
∑
α

4Mα −
∑

α,β

bαβ
1

2π

∫∫
2x · (x −y)
|x −y|2 nβ(y)nα(x)dx dy

=
∑
α

4Mα −
∑

α,β

bαβ
1

4π

∫∫
2(x −y) · (x −y)

|x − y|2 nβ(y)nα(x)dx dy

=
∑
α

4Mα −
∑

α,β

bαβ
MαMβ

2π

=
(∑
α

4Mα

)(
1− QB,M[I]

8π

)
.

This completes the proof of the lemma. ❐

Remark 2.3. Note that in the proofs of these two lemmas, the symmetry of
the matrix B is always assumed. In the non-symmetrical case (i.e., bαβ ≠ bβα),
neither of these lemmas can be applied. This is the main difficulty faced when
applying the free energy machinery in the non-symmetrical case.

Proof of Theorem 1.6. Suppose that the solution n is smooth for all time. By
the assumption QB,M[I] > 8π , we have that the time evolution (2.3) is a strictly
negative constant. As a result, the total second moment will decrease to zero at a



1588 SIMING HE & EITAN TADMOR

finite time T⋆ while the L1 norm of the solution
∑
α∈I |nα|1 is preserved. At time

T⋆, the smoothness assumption of the solution will be contradicted. Hence, the
solution must lose Hs regularity before T⋆. ❐

3. GLOBAL EXISTENCE FOR SUBCRITICAL DATA

3.1. A priori estimate on entropy. In the case of a single species, the analy-
sis of PKS equation proceeds by combining an a priori estimate of the free energy
(1.7) together with a logarithmic Hardy-Littlewood-Sobolev inequality to recover
a uniform-in-time a priori bound on the entropy, which in turn yields existence
of a free energy solution for all time. In the present context of a coupled system
of PKS equations, one seeks the corresponding log-Hardy-Littlewood-Sobolev in-
equality for systems which guarantees a finite lower bound of the multi-species
functional Ψ[n], n := {nα}α∈I ,

Ψ[n] :=
∑

α∈I

∫

R2
nα lognα dx

+ 1
4π

∑

α,β∈I
aαβ

∫∫

R2×R2
nα(x) log |x −y|nβ(y)dx dy,

over all nα in the function space

ΓM(R2) =
{
(nα)α∈Inα á 0 |
∫

R2
nα| lognα|dx < ∞,

∫

R2
nα dx = Mα,

∫

R2
nα log(1+ |x|2)dx <∞, ∀α ∈ I

}
.

To this end, we follow [25]. For an arbitrary subset of our index set, J ⊂ I, one
defines the quantity

ΛJ(M) := 8π
∑

α∈J
Mα −

∑

α,β∈J
aαβMαMβ,

M := (Mα)α∈I , |I| < ∞.

Theorem 3.1 ([25, Theorem 4]). Let A = (aαβ)α,β∈I be a symmetrical matrix
with positive entries aαβ á 0.

(a) We note that

(3.1)




ΛI(M) = 0,

ΛJ(M) á 0, ∀∅ ≠ J ⊂ I,
If ΛJ(M) = 0 for some J,
then aαα +ΛJ\{α}(M) > 0, ∀α ∈ J,
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is a necessary and sufficient condition for the lower-bound of the PKS func-
tional minn∈ΓM(R2) Ψ[n].

(b) Moreover, the functional Ψ[n] admits a minimizer over ΓM(R2) if and only
if ΛI(M) = 0 and ΛJ(M) > 0 for any ∅ ≠ J Î I. In this case, there exists a
constant, C = ClHLS depending onM and B = {bαβ}, such that the following
holds:

(3.2) Ψ[n] á −ClHLS (M,B) .

Remark 3.2. As noted in [25, p. 414], if the condition ΛJ á 0 is violated
for some ∅ ≠ J Î I, then a scaling argument yields that the functional Ψ[n]
on the sphere S2 has no lower bound. One might be able to use this property to
construct blow-up solutions on the plane, when the following strict monotonicity
fails (recalling the functionalQB+,M in (1.4)): QB+,M(J) < QB+,M(I) for all J Î I.

The above theorem yields the following result.

Proposition 3.3. Consider the equation (1.1) subject to smooth initial data and
chemical generation coefficient matrix B. Further assume that B+ is not a zero matrix.
Suppose that (1.8) holds, so QB+,M[J] < QB+,M[I] < 8π , and ∅ ≠ J Î I. Then,

the total entropy
∑
α

∫
nα lognα dx is bounded for all finite time.

Remark 3.4. We will not lose generality if we assume that B+ is not a zero
matrix. If all the entries in B are negative, classical techniques are sufficient to
analyze the system.

Proof. First, we rewrite the free energy dissipation relation (2.1) as follows:

E[n0] á E[n] á
∑

α∈I

∫
nα lognα dx

+
∑

α,β∈I

(bαβ)+
4π

∫∫
nα(x) log |x −y|nβ(y)dx dy

−
∑

α,β∈I

(bαβ)−
4π

∫∫

|x−y|á1
nα(x) log |x − y|nβ(y)dx dy

= (1− θ)
∑

α∈I

∫
nα lognα dx + θ

( ∑

α∈I

∫
nα lognα dx

+ 1
4π

∑

α,β∈I

(bαβ)+
θ

∫∫
nα(x) log |x −y|nβ(y)dx dy

)

−
∑

α,β∈I

(bαβ)−
4π

(MαVβ +MβVα).

Define aαβ := (bαβ)+/θ á 0, 0 < θ < 1.
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In order to apply Theorem 3.1, we need to check the condition (3.1). By
choosing θ properly, we make sure that the first condition ΛI(M) = 0 in (3.1) is
satisfied. Direct calculation yields that

ΛI(M) = 0 ⇐⇒ θ =

∑

α,β∈I
(bαβ)+MαMβ

8π
∑

β∈I
Mβ

= QB+,M[I]
8π

.

Note that the assumption QB+,M(I) < 8π guarantees that θ < 1. Next, we check
the remaining conditions in (3.1). Recalling the definition of θ and QB+,M[J],
the following condition guarantees the existence of the minimizer of Ψ in ΓM(R2):

QB+,M[I] > QB+,M[J], ∀∅ ≠ J Î I,

⇐⇒ ΛJ(M) = 8π
∑

β∈J
Mβ −

8π
∑

β∈I
Mβ

∑

α,β∈I
(bαβ)+MαMβ

×
∑

α,β∈J
(bαβ)+MαMβ > 0, ∀∅ ≠ J Î I,

⇐⇒ ΛJ(M) > 0, ∀∅ ≠ J ⊊ I.
Now combining Theorem 3.1, the boundedness of the second moment (2.3) and
the fact that 0 < θ < 1 yields that

E[n0] á E[n] á (1− θ)
∑

α∈I

∫
nα lognα − θClHLS

− 1
4π

∑

α,β∈I
(bαβ)−(MαVβ +MβVα),

⇐⇒
∑

α∈I

∫
nα lognα dx à

E[n0]+ θClHLS +
1

2π

∑

α,β

(bαβ)−MαVβ

1− θ < ∞.

This completes the proof. ❐

The proof above shows that the log-HLS will not hold if supp(B) Î I, or else
we can choose J = supp(B) Î I for which

ΛJ(M) = 8π
∑

β∈J
Mβ −

8π
∑

β∈I
Mβ

∑

α,β∈I
(bαβ)+MαMβ

∑

α,β∈J
(bαβ)+MαMβ < 0.

The precise characterization of B such that (1.8) holds remains open; consult our
conjecture in Remark 7.2 below.
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The precise characterization of B such that both conditions (1.8) hold remains
open. We prove below the a sufficient condition, claimed in (1.10), for the upper-
bound (1.8a) to hold.

Proposition 3.5. Let A = (aαβ)α,β∈I be a symmetrical matrix with positive
entries aαβ á 0. Then, QA,M[I] < ρ(A)maxαMα.

To verify (3.1), we express A in terms of its spectral decomposition A =∑
α λαwαw

∗
α where {(λα,wα)} is the ortho-normal eigensystem of A. We get

〈AM,M〉 =
∑
α

λα|〈M,wα〉|2 à max
α
λα
∣∣M

∣∣2
2 à max

α
λα|M|1 max

α
Mα

and the result follows,QA,M[I] à ρ(A)maxαMα.

3.2. Local existence and extension theorems. Before introducing the lo-
cal existence theorems of the free energy solutions, we shall regularize the sys-
tem (1.1) by appropriately truncating the singularity in the convolution kernel
∇K = ∇(−∆)−1:

Kε(z) := K1
( |z|
ε

)
− 1

2π
log ε,

K1(|z|) := − 1
2π

log |z|, |z| á 4.

K1(|z|) := 0, |z| à 1,

We thus get the regularized multi-species PKS system

∂tn
ε
α +∇ · (∇cεαnεα) = ∆nεα,

cεα = Kε ∗
( ∑

β∈I
bαβnβ

)
,

nεα(t = 0) = min{nα0, ε
−1}, ∀α ∈ I, x ∈ R2.

Note that the masses of the solutions Mα = |nα|1 are preserved in time.
Since |∇Kε|∞ is bounded for any fixed positive ε, applying Young’s con-

volution inequality yields that the vector field ∇cα is bounded in L∞, that is,∑
α |∇cα|∞ à

∑
α,β |∇Kε|∞ |bαβ|Mβ. Now, standard convection-diffusion PDE

theory can be applied to show that the regularized system (3.3) admits global so-
lutions in L2((0, T ];H1)∩ C((0, T ];L2).

The following two propositions are the main local existence theorems.

Proposition 3.6 (Criterion for local existence). Let (nεα)α∈I be the solutions
to the regularized multi-species PKS system (3.3) on the time interval [0, T ) subject to
initial constrain (1.3). If the total entropy

∑
α S[n

ε
α] is bounded from above uniformly

in ε, that is,

∑

α∈I
S[nεα(t)] =

∑

α∈I

∫
nεα(x, t) lognεα(x, t)dx à CL logL <∞, ∀ t ∈ [0, T ],



1592 SIMING HE & EITAN TADMOR

then there exists a subsequence of {(nεα)α∈I}ε>0 converging in the L2
tL

2
x strong topology

to a non-negative free-energy solution to the multi-species PKS system (1.1) subject to
initial data (nα)0 on the time interval [0, T ].

Proposition 3.7 (Blow-up criterion of free-energy solutions). Consider the
multi-species PKS system (1.1) subject to initial condition (1.3). There exists a maxi-
mal existence time T∗ > 0 for the free-energy solution to the system (1.1). Moreover,

if T∗ <∞, then there exists an α ∈ I such that lim
t→T∗

∫

R2
nα(t) lognα(t)dx = ∞.

Proof of Proposition 3.6. The proof is divided into three main steps.

Step 1: Here, we prove a priori estimates on mass distribution nε and chemical
distribution cεα to prepare for the following steps. For the reader’s convenience,
we summarize the uniform-in-ε estimates we obtained in this step:

∑
α

|(1+ |x|2)nεα|L∞t (0,T ;L1
x) à CV ({(Vα)0}α∈I ,M) < ∞;(3.4a)

∑
α

|nεα logε nεα|L∞t (0,T ;L1
x) à C(CL log L, CV ) <∞;(3.4b)

∑
α

∣∣∇√nα
∣∣2
L2
t (0,T ;L2

x)
à C(CL logL, CV ) < ∞;(3.4c)

∑
α

∣∣√nα∇cα
∣∣2
L2
t (0,T ;L2

x) à C(CL logL, CV ) < ∞.(3.4d)

Before proving these estimates, recall the following Gagliardo-Nirenberg-Sobolev
inequality, which is applied several times in the sequel:

∣∣u
∣∣2
Lp à CGNS

∣∣∇u
∣∣2−4/p
L2

∣∣u
∣∣4/p
L2 , ∀u ∈ H1, ∀p ∈ [2,∞).

We start by proving the second moment control of the solutions (3.4a). Much
as in the calculation in the proof of Lemma 3.5, we have the following:

(3.5)
d

dt

(∑
α

∫
nα|x|2 dx

)
à 4

∑
α

Mα +
∑

α,β

(bαβ)−
MαMβ

2π
,

from which the estimate (3.4a) follows directly.
To prove the L1 control of nεα lognεα (3.4b), we recall the following lemma.

Lemma 3.8. For any g where (1+|x|2)g∈L1
+(R

2), we have g log− g∈L1(R2)
and

(3.6)
∫

R2
g log− g dx à

1
2

∫

R2
g(x)|x|2 dx + log(2π)

∫

R2
g(x)dx + 1

e
.

Proof. The proof of the lemma can be found in the paper [5] and [4]. We
refer the interested readers to these papers for further details. ❐
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The estimate (3.6) yields that∫
|nεα lognεα|dx à

∫
nεα(lognεα + |x|2)dx + 2 log(2π)Mα +

2
e

à CL logL + CV + 2 log(2π)Mα +
2
e
.

As a result, we prove (3.4b).
Next, we show the bound of |∇√nα |2L2

t (0,T ;L2
x)

(3.4c). This term naturally

arises when we calculate the time evolution of the entropy
∑
α S[nα]:

d

dt

∑

α∈I
S[nα] = −4

∑

α∈I

∫
|∇√nα |2 dx +

∑

α,β∈I
bαβ

∫
nαnβ dx.(3.7)

If we integrate (3.7), the quantity
∑
α |∇

√
nα |2L2

t (0,T ;L2
x)

will appear on the right-

hand side. Therefore, we need to estimate the other terms in (3.7). Before going
into the detailed estimates of the second term on the righthand side of (3.7), we
recall that the total mass in the superlevel set can be estimated in terms of the
entropy bound CL logL:

∑

α∈I

∫

nαáK
nα dx à

1
log(K)

∑

α∈I

∫
|nα lognα|dx(3.8)

à
CL logL

log(K)
=: η(K).

If K is chosen large compared to the bound CL logL, the constant η(K) will be
small. It is classical to use this fact to control the nonlinearity in the PKS equa-
tion. Now, the second term on the righthand side of (3.7) can be estimated using
Hölder’s inequality, Gagliardo-Nirenberg-Sobolev inequality, and Young’s inequal-
ity as follows:

∑

α,β

bαβ

∫
nαnβ dx(3.9)

à max
α,β

|bαβ|
∑
α

|nα|2
∑

β

|nβ|2

à max
α,β

|bαβ|
(∑
α

|nα1nαáK|2 +
∑
α

M1/2
α K1/2

)2

à 2 max
α,β

|bαβ|
(∑
α

∣∣nα1nαáK
∣∣1/4

1

∣∣nα
∣∣3/4

3

)2

+ 2 max
α,β

|bαβ| · |I|K
∑
α

Mα

à η(K)1/2CGNS max
α,β

|bαβ|
(∑
α

M1/2
α

)(∑
α

∣∣∇√nα
∣∣2

2

)

+ 2 max
α,β

|bαβ| · |I|K
∑
α

Mα.
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Combining (3.7) and (3.9), we have the following estimate on the time evolution
of
∑
α S[nα]:

d

dt

∑
α

S[nα]

à −
∑
α

(
4− η(K)1/2CGNS max

α,β
|bαβ|

(∑
α

M1/2
α

))∣∣∇√nα
∣∣2

2

+ 2 max
α,β

|bαβ| · |I|K
∑
α

Mα.

The coefficient

−(4− η(K)1/2CGNS max
α,β

|bαβ|(
∑
α

M1/2
α ))

is negative for K large enough. Therefore, for large enough K, we have the follow-
ing estimate:

∑
α

∫ T
0

∫
|∇√nα |2 dx dt

à

S[n(0)]− S[n(T)]+ 2 max
α,β

|bαβ| · |I|K
∑
α

MαT

4− η(K)1/2CGNS max
α,β

|bαβ|
(∑
α

M1/2
α

) < ∞.

Since the entropy S[n(T)] is bounded, the righthand side is bounded. This com-
pletes the proof of (3.4c).

Finally, we prove the estimate (3.4d). The term |
√
nεα∇cεα|22 naturally arises

when we calculate the time evolution of
∑
α

∫
nεαc

ε
α dx:

1
2

d

dt

∑
α

∫
nεαc

ε
α dx =

∑
α

∫
nεα∆cεα +

∑
α

∫
nεα|∇cεα|2 dx.

Integration in time yields that

∑
α

∫ T
0

∫
nεα|∇cεα|2 dx dt = 1

2

∫
nεα(T)c

ε
α(T)−

1
2

∫
nεα(0)c

ε
α(0)dx(3.10)

−
∑
α

∫ T
0

∫
nεα∆cεα dx dt.

We first estimate the first term on the righthand side of (3.10). Applying the
estimate of |nεα lognεα|L∞t (0,T ;L1

x) (3.4b), the relation cεα =
∑
β bαβK

ε ∗ nεβ, and
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Young’s inequality ab à ea−1 + b lnb, ∀a,b á 1, we deduce that

|cεα(x)| à
1

2π

∑

β∈I
|bαβ|

∫

|x−y|à1
|Kε(|x −y|)nβ(y)|dy

+ 1
2π

∑

β∈I
|bαβ|

∫

|x−y|á1
|Kε(|x −y|)nβ(y)|dy

à
∑

β∈I
|bαβ|

∫

|x−y|à1

(
(1+nβ(y)) log(1+nβ(y))+

1
|x −y|

)
dy

+
∑

β∈I
|bαβ|

∫
(log(1+ |x|) + log(1+ |y|))nβ(y)dy

≲
∑

β∈I
|bαβ|(CL logL +Mβ + 1+ Vβ +Mβ log(1+ |x|)).

Combining it with the second moment control (3.4a), we have that
∫
nαcα(t) is

bounded independent of ε on time interval [0, T ]:
∫
nαcα dx(3.11)

≲
∑

β∈I
|bαβ|(CL logL +Mβ + 1+ Vβ)Mα +

∑

β∈I
|bαβ|MβVα < ∞.

The last term on the righthand side of (3.10) can be estimated by using the
L2([0, T ]×R2) estimate of ∇

√
nεα (3.4c) and the relation

d

dt

∑
α

S[nεα(t)] = −4
∑
α

∫
|∇
√
nεα |2 dx +

∑

α∈I

∫
nεα(−∆cεα)dx.

Time integration of this relation yields that

∣∣∣∣
∑

α∈I

∫ T
0

∫
nεα(−∆cεα)dx dt

∣∣∣∣

=
∣∣∣∣
∑
α

S[nεα(T)]−
∑
α

S[nεα(0)]+ 4
∑
α

∫ T
0

∫
|∇
√
nεα |2 dx dt

∣∣∣∣

à C(CL log L) < ∞.

Combining this estimate, (3.10), and (3.11), we have completed the proof of
(3.4d). In this way, we have obtained estimates on the two terms appearing in the
dissipation of the free energy.

Step 2: Passing to the limit in L2
t(δ, T ;L2) for any δ > 0. Here, we would like to

use the Aubin-Lions compactness lemma.
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Lemma 3.9 (Aubin-Lions lemma, [4]). Take T > 0 and 1 < p < ∞. As-
sume that (fn)n∈N is a bounded sequence of functions in Lp([0, T ];H) where H is
a Banach space. If (fn)n∈N is also bounded in Lp([0, T ];V) where V is compactly
embedded in H and (∂fn/∂t)n∈N ⊂ Lp([0, T ];W) uniformly with respect to n ∈ N
where H is imbedded in W , then (fn)n∈N is relatively compact in Lp([0, T ];H).

Our goal is to find the appropriate spaces V,H,W for (nεα)ε>0. We subdivide
the proof into steps; each step determines one space in the lemma. We will show
that the following estimates are satisfied by the regularized solutions, with the
constant CL2

tH
1
x

independent of the regularized parameter ε:

|nεα|L2
t ([δ,T],L

2
x) à CL2

tH
1
x
< ∞,

|∇nεα|L2
t ([δ,T],L

2
x) à CL2

tH
1
x
<∞, ∀α ∈ I.

We begin with the H = L2- estimate of
∑
α |nεα|2L2

t ([δ,T];L
2
x)

. Here, we prove

that the solutions nεα(t), ∀α ∈ I, are L2 integrable in space for all t ∈ [δ, T].
If the initial data nα0 are L2 integrable for all α, the solutions to the regularized
equation (3.3) stay in L2 for all time. This is the content of Lemma 3.10. How-
ever, the initial constraint (1.3) does not guarantee Lp boundedness, so we prove
the hypercontractivity property of the equation (1.1), which yields that the solu-
tions become L2 integrable after an arbitrarily small amount of time δ > 0. This
is the content of Lemma 3.11.

Lemma 3.10. Consider the regularized multi-species PKS system (3.3) subject
to initial condition nα0 ∈ Lp, ∀α ∈ I, ∀p ∈ [1,∞). If the assumptions in
Proposition 3.6 are satisfied, then the solutions to the system (3.3) are bounded in Lp

for all t ∈ [0, T ].

Proof. The p = 1 case is equivalent to the fact that the regularized equations
preserve mass.

We do the Lp energy estimate formally; that is, we assume−∆cα =
∑
β bαβnβ,

and refer the interested readers to the paper [5] for detailed justifications. During
the calculation, we will use the following natural implication of the GNS inequal-
ity:

∫ (
f −K

)p+1
+ dx à CGNS

∫
(f − K)+ dx

∫ ∣∣∇(f − K)p/2+
∣∣2

dx(3.12)

à CGNS
|f logf |1

logK

∫ ∣∣∇(f −K)p/2+
∣∣2

dx

=: CGNSη(K)

∫ ∣∣∇(f −K)p/2+
∣∣2

dx.
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Note that if |f logf |1 is bounded, η(K) is small if one chooses K large. Now, we
estimate the time evolution of

∑
α |(nα − K)+|

p
p with (3.12) as follows:

1
p

∑
α

d

dt

∫ (
nα −K

)p
+ dx

= −4
p − 1
p2

∑
α

∫ ∣∣∇(nα − K
)p/2
+
∣∣2

dx −
∑
α

1
p

∫
∇cα · ∇

(
nα −K

)p
+ dx

−
∑
α

∫
∆cαnα

(
nα −K

)p−1
+ dx

à −4
p − 1
p2

∑
α

∫ ∣∣∇(nα − K
)p/2
+
∣∣2

dx

+ p + 1
p

∑

α,β

|bαβ|
∫ (
nα −K

)p
+(nβ −K)+ dx

+ p + 1
p

K
∑

α,β

|bαβ|
∫ (
nα −K

)p
+ dx

+ K
∑

α,β

|bαβ|
∫
(nβ −K)+

(
nα − K

)p−1
+ dx

+ K2
∑

α,β

∫
|bαβ|

(
nα −K

)p−1
+ dx,

and hence we find

1
p

∑
α

d

dt

∫ (
nα −K

)p
+ dx

à −4
p − 1
p2

∑
α

∫ ∣∣∇(nα − K
)p/2
+
∣∣2

dx

+ max
α

(∑

β

|bαβ|
)
CGNS

∑
α

|(nα −K)+|1
∣∣∇(nα −K

)p/2
+
∣∣2

2

+ Cp(K,B,M)
∣∣(nα −K)+

∣∣p
p + Cp(K,B,M)

à

(
− 4(p − 1)

p2
+ η(K)max

α

(∑

β

|bαβ|
)
CGNS

)

×
∑
α

∫ ∣∣∇(nα −K
)p/2
+
∣∣2

dx

+ Cp(K,B,M)
∑
α

∣∣(nα −K)+
∣∣p
p + Cp(K,B,M).
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Because of the estimates (3.4b) and (3.8), the constant η(K) can be made small
enough such that the leading order term is negative, and the estimate can be fur-
ther simplified as follows:

d

dt

∑
α

∣∣(nα −K)+
∣∣p
p(3.13)

à Cp(K,B,M)
∑
α

∣∣(nα − K)+
∣∣p
p + Cp(K,B,M).

Now, we see that for any finite time interval [0, T ], the Lp norm is bounded
uniformly independent of ε. ❐

Lemma 3.11. Consider the regularized multi-species PKS system (3.3) subject
to initial data n0 satisfying (1.3). If the assumptions in Proposition 3.6 are satisfied,
then there exists a continuous function hp ∈ C(R+) such that for almost any t > 0,
|n(·, t)|p à hp(t).

Proof. The proof is similar to the corresponding proof in [5] with some mod-
ifications. For the sake of completeness, we sketch the proof. First, we fix t > 0
and 1 < p <∞, and define

q(s) := 1+ (p − 1)
s

t
, q ∈ [1, p], for s ∈ [0, t].

Next, we define the following quantities:

Fα(s) =
(∫

R2

(
nα(x, s)− K

)q(s)
+ dx

)1/q(s)

,

F(s) =
(∑
α

F
q(s)
α (s)

)1/q(s)
.

By taking the s derivative of the function Fq(s)(s), we obtain the relation

d

ds

∑
α

∫ (
nα(x, s)−K

)q(s)
+ dx = q(s)Fq(s)−1 d

ds
F+ dq(s)/ds

q(s)
F
q(s) logFq(s).

Combining this with the log-Sobolev inequality

∫
f 2 log




f 2
∫
f 2

dx


 dx

à 2σ
∫
|∇f |2 dx − (2+ log(2πσ))

∫
f 2

dx, ∀σ > 0,
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and using the same argument to prove (3.13), we end up with the following esti-
mate, inside which the notation (·)′ is used to represent d/ds:

F
q−1 d

dt
F = q′

q2

∑
α

∫ (
nα −K

)q
+ log

(
nα −K

)q
+

Fq
dx

+
∑
α

∫ (
nα −K

)q−1
+ ∂snα dx

à
q′

q2

∑
α

∫ (
nα −K

)q
+ log

(
nα −K

)q
+

F
q
α

dx

+
∑
α

∫ (
nα −K

)q−1
+ ∂snα dx

à
∑
α

(
2σq′

q2
− 4

q − 1
q2

+ C(B)η(K)
)∣∣∇(nα − K

)q/2
+
∣∣2

2

+
∑
α

(
(−2− log(2πσ))

q′

q2
+ C(q,B,M, K)

)

×
∫ (
nα −K

)q
+ dx + C(q,B,M, K).

Here, the constant C(q,B,M, K) depends on the parameter q. However, since q
is lying in a compact set [0, p] on the time interval [0, t], it can be chosen such
that it only depends on the fixed parameter p. Now, by taking σ small enough,
we end up with the following differential inequality:

F
q−1 d

ds
F à

(
(−2− log(2πσ))

q′

q2
+ C(p,B,M, K)

)
F
q + C(p,B,M, K).

Combining the fact that F(0) is finite and the coefficient

(−2− log(2πσ))
q′

q2
+ C(p,B,M, K)

is time integrable on [0, t], and applying standard ODE estimates, we obtain that
F à hp(t). This finishes the proof of the lemma. ❐

We now turn to the V -space estimates, where

V := H1 ∩
{
f |

∫
f |x|2 dx <∞

}
:
∑
α

∣∣∇nεα
∣∣2
L2
t ([δ,T];L

2
x)
.

To get the L2
t([δ, T];L

2
x) control of the ∇nεα, we first calculate the time evolution

of
∑
|nεα|22:

d

dt

∑
α

∫
|nεα|2 dx = −2

∑
α

∫
|∇nεα|2 dx + 2

∑
α

∫
∇nεα · ∇cεαnεα dx.
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Integration in time yields that

∑
α

∣∣nεα(T)
∣∣2

2 −
∑
α

∣∣nεα(δ)
∣∣2

2 +
∑
α

∣∣∇nεα
∣∣2
L2
t ([δ,T];L

2
x)

(3.14)

à
∑
α

∣∣nεα∇cεα
∣∣2
L2
t ([δ,T];L

2
x ).

We see that since |nεα|L∞t (δ,T ;L2
x) is bounded independent of ε, if the righthand side∑

α |nεα∇cεα|L2
t ([δ,T];L

2
x) is bounded, |∇nεα|L2

t (δ,T ;L2
x) will be bounded independent

of ε. By the HLS inequality, we have that

|∇cεα|4 à CHLS

∑

β∈I
|bαβ| · |nεβ|4/3.

As a result, we have that

|nεα∇cεα|2 à |nεα|4 |∇cεα|4 à
∑

β

CHLS|bαβ| · |nεα|4 |nεβ|4/3.

Since nεα is bounded independent of ε in the space L∞t (δ, T ;Lpx), for all α ∈ I
and all p ∈ (1,∞), the product nε∇cε is bounded in L∞t (δ, T ;L2

x). Combining
this fact and the estimate (3.14), we have that

∑
α

|∇nεα|2L2
t (δ,T ;L2

x)

is bounded independent of ε.
Define the space V as

H1 ∩ {f |
∫
f |x|2 dx < ∞}.

A bounded set in the space V is precompact in L2. If we now combine the sec-
ond moment bound (3.5) and the H1 bound of (nεα)α∈I , we have that the set
(nεα)εá0, for all α ∈ I, lies in a compact subspace of L2 for almost every t ∈ [δ, T].
Finally, note that the W -estimate where W := H−1:

∑
α |∂tnεα|2L2

t (δ,T ;H−1
x )

is rela-

tively straightforward thanks to the equation (1.1).

Step 3: Proof of the free energy dissipation inequality (1.7). Since the solution to
the regularized multi-species PKS system has a decreasing free energy E[nε], we
have that

(3.15) E[nε(δ)] á E[nε(t)]+
∑
α

∫ t
δ

∫
nεα|∇ lognεα −∇cεα|2 dx dt,
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for all t ∈ [δ, T]. To show (1.7), we need to show proper convergence for each
single term in (3.15). We first decompose the free energy dissipation term:

∑
α

∫ T
δ

∫

R2
nεα|∇ lognεα −∇cεα|2 dx dt(3.16)

= 4
∑
α

∫ T
δ

∫

R2
|∇
√
nεα |2 dx dt +

∑
α

∫ T
δ

∫

R2
nεα|∇cεα|2 dx dt

− 2
∑

α,β

∫ T
δ

∫

R2
bαβn

ε
αn

ε
β dx dt.

By the convexity of f →
∫

R2
|∇
√
f |2 dx, weak semi-continuity, and the strong

convergence of nεα in L2
t([δ, T];L

2
x), we have that the first two terms in (3.16)

satisfy the following inequalities:
∫ T
δ

∫

R2
|∇√nα |2 dx dt à lim inf

ε→0+

∫ T
δ

∫

R2
|∇
√
nεα |2 dx dt,(3.17)

∫ T
δ

∫

R2
nα|∇cα|2 dx dt = lim

ε→0+

∫ T
δ

∫

R2
nεα|∇cεα|2 dx dt.(3.18)

Since (nεα)ε>0 converges strongly in the L2([δ, T] × R2) space, the last term
on the righthand side of (3.16) converges. Moreover, it can be checked that
S[nεα(t)]→ S[nα(t)] for almost every t ∈ [δ, T]. The argument is similar to
the one used in [5, Lemma 4.6]. As a result, combining these facts and (3.15),
(3.16), (3.17), and (3.18) yields that

E[n(δ)] á E[n(t)]+
∑
α

∫ t
δ

∫
nα|∇ lognα −∇cα|2 dx ds.

Now, by the monotone convergence theorem and a Cantor diagonal argument,
we have proven (1.7). ❐

Proof of Proposition 3.7. We proceed by contradiction. Assume that at time
T⋆ < ∞, the entropy

∑
α S[n

ε
α(T⋆)] is uniformly bounded with respect to ε.

First, from (3.3), we directly calculate the time evolution of the entropy:

d

dt

∑
α

∫
nεα lognεα dx = −

∑
α

4
∫
|∇
√
nε |2 dx(3.19)

−
∑

α,β

bαβ

∫

nεαàK
nεα∆(Kε ∗nεβ)dx

−
∑

α,β

bαβ

∫

nεα>K
nεα∆(Kε ∗nεβ)dx

=: −
∑
α

4
∫
|∇
√
nεα |2 dx + I + II.
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The term I in (3.19) can be estimated as follows:

(3.20) I à
∑

α,β

K|bαβ| |∆Kε|1Mβ.

Recall that |∆Kε|1 is bounded independent of ε, so term I is bounded indepen-
dent of ε. For the term II in (3.19), we estimate it using Hölder’s inequality,
Gagliardo-Nirenberg-Sobolev inequality, and Young’s inequality as follows:

II à
∑

α,β

|bαβ|
(∫

nεαáK
(nεα)

2
dx +

∣∣∆Kε
∣∣2

1 ∗
∣∣nεβ

∣∣2
2

)
(3.21)

à
∑

α,β

|bαβ|
((∫

nεαáK
nεα dx

)1/2∣∣nεα
∣∣3/2

3

+
∣∣∆Kε

∣∣2
1

(
MβK +

∫

nεβáK
(nεβ)

2
dx

))

à
∑

α,β

|bαβ|
(
S1/2
+ [nα]

(logK)1/2
CGNS

∣∣nεα
∣∣1/2

1

∣∣∇
√
nεα

∣∣2
2

+ CGNS

∣∣∆Kε
∣∣2

1

S1/2
+ [nβ]

(logK)1/2
M1/2
β

∣∣∇
√
nεβ

∣∣2
2

+
∣∣∆Kε

∣∣2
1MβK

)

à
∑

α,β

|bαβ|CGNS
(
1+

∣∣∆Kε
∣∣2

1

) S1/2
+ [nα]

(logK)1/2
M1/2
α

∣∣∇
√
nεα

∣∣2
2

+
∑

α,β

|bαβ| ·
∣∣∆Kε

∣∣2
1MαK.

Here, S+ denotes the positive part of the entropy, that is,

S+[f ] =
∫
f log+ f dx.

Combining the estimates (3.19), (3.20) with (3.21), we end up with

d

dt

∑
α

S[nεα]

à
∑
α

(
− 4+

∑

β

|bαβ|CGNS
(
1+

∣∣∆Kε
∣∣2

1

) S1/2
+ [nεα]

(logK)1/2
M1/2
α

)

︸ ︷︷ ︸
=:A(t)

∣∣∇
√
nεα

∣∣2
2

+
∑

α,β

|bαβ|
(
1+

∣∣∆Kε
∣∣2

1

)
MαK.
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Since the negative part of the entropy and the second moment are bounded (see
(3.6), (3.5)), we have that A(t) can be estimated as follows:

A(t) à −4+ CGNS

(logK)1/2

∑

β

|bαβ|
(
1+

∣∣∆Kε
∣∣2

1

)
M1/2
α

(
S[nεα(t)]+

1
2
V(T⋆)

+ 1
2

(
4
∑
α

Mα +
∑

α,β

(bαβ)−MαMβ

2π

)
(t − T⋆)+ log(2π)Mα + e−1

)1/2

.

Since the entropy
∑
α S[n

ε
α] is uniformly bounded independent of ε at time T⋆,

we could take the K large such that A(t) à −2 at time T⋆. By continuity, there is
a small time τε such that for all t ∈ [T⋆, T⋆ + τε),

∑
α

S[nεα(t)] à
∑
α

S[nεα(T⋆)]+ (t − T⋆)
∑

α,β

|bαβ|
(
1+

∣∣∆Kε
∣∣2

1

)
MαK,

for all t ∈ [T⋆, T⋆ + τε]. But then we can pick τ independent of ε such that

A(t) à −4+ C(B,M)

(logK)1/2

(∑
α

S[nεα(T⋆)]+Kτ + 1
)
à 0.

The solution τ to the above inequality is independent of the choice of ε, and
[T⋆, T⋆ + τ) ⊂ [T⋆, T⋆ + τε) for any ε. Therefore, by Proposition 3.6, we can
extend the free energy solution past the T⋆, contradicting the maximality of T⋆.
As a result, we have completed the proof of the proposition. ❐

4. SMOOTHNESS OF THE FREE ENERGY SOLUTIONS

In this section, we prove Theorem 1.8. The proof is similar to the arguments in
[13]. For the sake of brevity, we skip some details and emphasize the main dif-
ferences. The proof is decomposed into several lemmas. We first introduce the
concept of Fisher information and renormalized solutions, then prove the Lp inte-
grability of the physically relevant free energy solutions and use standard parabolic
equation technique to improve it to C∞ regularity, and conclude with the proof of
the free energy equality.

First, note from the physical restrictions (1.11b) and (1.11c) that we have
bounded entropy and free energy dissipation, that is, At[n] < ∞ and bounded
second moment V[n(t)] for all t ∈ [0, T⋆), where T⋆ is the maximal existence
time.

Next, we present the following time integral bound for the Fisher information.

Lemma 4.1. If the conditions in the Theorem 1.8 are satisfied, for any physically
relevant free energy solutions to (1.1) and any time T ∈ [0, T⋆), there exists a constant
CF such that the Fisher information of the solution

F[nα] :=
∫

R2

|∇nα|2
nα

dx
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is time integrable, that is,

∑

α∈I

∫ T
0
F[nα(t)]dt à CF

(
M,T ,AT[n], sup

t∈[0,T)

∑
α

Vα(t)
)
, T ∈ [0, T⋆).

Proof. The proof is essentially the same as the corresponding one in the single
species case. For the sake of brevity, we skip the proof here and refer the interested
readers to the proof of Lemma 2.2 and the remark after in the paper [13] for
further details. ❐

Remark 4.2. For the supercritical mass case, one can use the relative entropy
method to derive the boundness of the entropy and entropy dissipation AT [n]
before the blow-up time T⋆. We refer the interested reader to the papers [4] and
[13] for further details.

The next lemma enables us to take advantage of choosing different renormal-
izing functions in the later proof.

Lemma 4.3. Any physically relevant free energy solutions n to (1.1) satisfy the
following estimate for any times 0 à t0 à t1 < T⋆:

(4.1)
∫

R2
Γ (nα(x, t1))dx +

∫ t1
t0

∫

R2
Γ ′′(nα(x, s))|∇nα(x, s)|2 dx ds

à

∫

R2
Γ (nα(x, t0))dx +

∫ t1
t0

∫

R2

(
(Γ ′(nα(x, s))nα(x, s)− Γ (nα(x, s)))

×
( ∑

β∈I
bαβnβ(s)

))
+
dx ds

à

∫

R2
Γ (nα(x, t0))dx +

∑

β∈I
|bαβ|

∫ t1
t0

∫

R2

∣∣∣Γ ′(nα(x, s))nα(x, s)

− Γ (nα(x, s))
∣∣∣nβ(s)dx ds,

where Γ : R → R is an arbitrary convex piecewise C1 function satisfying, with some
constant Cβ, the estimates

(4.2) |Γ (u)| à CΓ (1+u(logu)+), |Γ ′(u)u− Γ (u)| à CΓ (1+|u|), ∀u ∈ R.

Remark 4.4. Here, in order to analyse the PKS equation (1.1) with general
chemical generation coefficients, we introduce a stronger restriction on the growth
of the normalizing function Γ (cf. [13]). Here, we assume that the absolute value
of the expression Γ ′(u)u− Γ (u) grows at most linearly at infinity, whereas in the
paper [13], it is only assumed that the positive part (Γ ′(u)u − Γ (u))+ grows at
most linearly.



Multi-Species Patlak-Keller-Segel System 1605

Proof. The proof is essentially the same as the proof of Lemma 2.5 in [13].
For the sake of simplicity, we do a formal computation and refer the interested
readers to [13] for further justifications. By applying the chain rule, we obtain

∂tΓ (nα) = ∆Γ (nα)− Γ ′′(nα)|∇nα|2

− ∇cα · ∇Γ (nα)− Γ ′(nα)∆cαnα, ∀α ∈ I.

Now, testing it against an arbitrary smooth function χ ∈ D(R2) and using the
relation −∆cα =

∑
β bαβnβ, we have the following relation:

∫

R2
Γ (nα(t1))χ dx +

∫ t1
t0

∫

R2
Γ ′′(nα)|∇nα(s)|2χ dx ds

=
∫

R2
Γ (nα(t0))χ dx +

∫ t1
t0

∫

R2

(
Γ ′(nα)

∑

β

bαβnβnαχ

+ Γ (nα)∆χ + Γ (nα)∇ · (∇cαχ)
)
dx ds.

Rewrite the above relation using integration by parts and the fact that ∆cα =
−
∑
β bαβnβ:

∫

R2
Γ (nα(t1))χ dx +

∫ t1
t0

∫

R2
Γ ′′(nα)|∇nα(s)|2χ dx ds

=
∫

R2
Γ (nα(t0))χ dx +

∫ t1
t0

∫

R2

(
[Γ ′(nα)nα − Γ (nα)]

(∑

β

bαβnβ
)
χ

+ [Γ (nα)∆χ + Γ (nα)∇cα · ∇χ]
)
dx ds.

Now, taking χ → 1, we end up with the relation (4.1).
To prove the lemma, one first proves (4.1) with renormalizing functions

Γi, i ∈ N, which grow at most linearly at infinity. Next, one can prove the esti-
mate (4.1) with renormalizing functions with super linear growth (4.2) by taking
the limit of the inequalities (4.1) subject to approximating linear renormalizing
functions (Γi)i∈N. One uses the Lebesgue dominated convergence theorem to
guarantee the convergence of the term

lim
i→∞

∫ t1
t0

(
[Γ ′i (nα)nα − Γi(nα)]

(∑

β

bαβnβ
))
+ dx ds.

However, if the function
∑
β bαβnβ can be either positive or negative, we have to

assume that |Γ ′(u)u− Γ (u)| grows at most linearly near infinity. ❐

Now, we prove the Lp estimate of the solution.

Lemma 4.5. Consider physically relevant free energy solutions (nα)α∈I to equa-
tion (1.1) subject to initial data (1.3). Let t0 ∈ [0, T⋆) be the time such that
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∑
α∈I |nα(t0)|p < ∞, for some p ∈ [2,∞). Then, for all t1 ∈ [t0, T ] ⊂ [t0, T⋆),

there exists a constant

Cp := Cp
(
M, T ,

∑

α∈I
|nα(t0)|p, V[n(t0)],AT

)

such that

∑

α∈I

∣∣nα(t1)
∣∣p
p +

p − 1
2p

∑

α∈I

∫ t1
t0

∣∣∇(np/2α )
∣∣2

2 ds à Cp, p ∈ [2,∞).

Proof. The proof is similar to the corresponding one in [13]. We decompose
the proof into two steps.

Step 1: We prove a logarithmic improvement to the L logL integrability. The goal
is to show there exists a constant

CS2 := CS2(M,T ,AT , sup
[t0,T]

V[n(t)])

such that, for any t1 ∈ [t0, T ], the estimate

(4.3)
∑
α

S2[nα(t1)] à
∑
α

S2[nα(t0)]+ CS2 , S2[f ] :=
∫
f (l̃ogf )2

dx,

is satisfied, where the l̃og function is the logarithmic function truncated from
below:

l̃ogu := 1uàe + (logu)1u>e.

For the sake of notational simplicity, we further introduce the bounded truncated

logarithmic function l̃ogK as follows:

l̃ogK(u) := 1uàe + 1e<uàK logu+ 1u>K logK.

Since (·)l̃og
2
(·) does not satisfy the growth constraint (4.2), we approximate

it by the function ΓK(u), K á e2:

ΓK(u) :=



u(l̃ogu)2, u à K;

(2+ logK)u logu− 2K logK, u > K.

One can check that the function ΓK is convex and satisfies the properties (4.2):

Γ ′′K (u) á 2
logu

u
1eàuàK + (2+ logK)

1
u
1u>K á

l̃ogK u

u
1uáe á 0,(4.4)

|Γ ′K(u)u− ΓK(u)| à 2u l̃ogu1uàK + 4 logKu1u>K à CK(1+u).(4.5)
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Now, we estimate the time evolution of
∑
α

∫
ΓK(nα)dx by using the renormal-

ization relation (4.1), the positivity of bαβ, (4.4), (4.5), and the definition of

l̃og, l̃ogK as follows:

(4.6)
∑
α

∫
ΓK(nα(t1))dx +

∑
α

∫ t1
t0

∫
l̃ogK(nα)

nα
1nαáe|∇(nα)|2 dx ds

à
∑
α

∫
ΓK(nα(t0))dx

+
∑

α,β

|bαβ|
∫ t1
t0

∫ (
2nα l̃ognα1nαàK + 4 logKnα1nα>K

)
nβ dx ds

à
∑
α

∫
ΓK(nα(t0))dx + 4

∑

α,β

|bαβ|
∫ t1
t0

∫
nα l̃ogK nαnβ dx ds.

Now, picking a constant A ∈ [e,K], we estimate the last term on the righthand
side of (4.6) using the GNS inequality as follows:

(4.7)
∑

α,β

|bαβ|
∫
nα l̃ogK nαnβ dx

=
∑

α,β

|bαβ|
(∫

nα l̃ogK nαnβ1nβáA dx +
∫
nα l̃ogK nαnβ1nβàA dx

)

à
∑

α,β

|bαβ|
(∫

(nα l̃ogK nα)(nβ l̃ogK nβ)

logA
dx+A

∫
nα l̃ogK nα dx

)

à 2 max
α

(∑

β

|bαβ|
)

×
∑
α

(
1

logA

∫ (√
nα l̃ogK nα

)4
dx +A(Mα + S+[nα])

)

à 2C2
GNS max

α

(∑

β

|bαβ|
)
×
∑
α

(
A(Mα + S+[nα])

+ 1
logA

(∫
nα l̃ogK nα dx

)
·
(∫

|∇
√
nα l̃ogK nα |

2
dx

))

à 2C2
GNS max

α

(∑

β

|bαβ|
)

×
∑
α

(
A(Mα + S+[nα])+

1
logA

(Mα + S+[nα])

×
(∫ |∇(nα)|2

nα
l̃ogK nα1nαáe dx + F[nα]

))
.
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Now, combining (4.6) and (4.7) and taking K then A large, we have the estimate

∑
α

∫
ΓK(nα(t1))dx à

∑
α

∫
ΓK(nα(t0))dx + 2TCGNS max

α

(∑

β

|bαβ|
)

×
∑
α

A(Mα + S+[nα])+ 4
∑
α

∫ t1
t0
F[nα]ds.

By Lemma 4.3, we have that the estimate (4.3) holds with the constant CS2 de-
pending on T , AT , and

sup
0àtàT

V[n(t)].

Step 2: As in [13], we define the following renormalization function γK , K á e,
approximating (·)p:

γK(u) :=




up

p
, u à K;

Kp−1

logK
(u logu−u)− p − 1

p
Kp + Kp

logK
, u > K.

We can estimate the |γ′K(u)u− γK(u)| as follows:

|γ′K(u)u− γK(u)| à
p − 1
p

up1uàK + 2Kp−1u1u>K .

Applying this estimate in the (4.1) yields

∑
α

∫
γK(nα(t1))dx +

∑
α

4(p − 1)
p2

∫ t1
t0

∫
|∇(np/2α )|21nαàK dx ds(4.8)

+ K
p−1

logK

∑
α

∫ t1
t0

∫ |∇nα|2
nα

1nαáK dx ds

à
∑
α

∫
γK(nα(t0))dx +

p − 1
p

∑

α,β

|bαβ|
∫ t1
t0

∫
n
p
α1nαàKnβ dx ds

+ 2Kp−1
∑

α,β

|bαβ|
∫ t1
t0

∫
nα1nα>Knβ dx ds

=:
∑
α

∫
γK(nα(t0))dx + T1 + T2.
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For the second term T1 on the righthand side of (4.8), we decompose it as follows:

T1 =
p − 1
p

∑

α,β

|bαβ|
∫ t1
t0

∫
n
p
α1nαàKnβ(1nβàK + 1nβ>K)dx ds(4.9)

à
p − 1
p

max
α

(∑

β

|bαβ|
)∑
α

∫ t1
t0

∫
n
p+1
α 1nαàK dx ds

+ K
p−1(p − 1)

p

∑

α,β

|bαβ|
∫ t1
t0

∫
n2
β1nβ>K dx ds

=: T11 + T12.

The treatment of the T11 term is similar to the corresponding one in the proof
of Lemma 3.10. It can be estimated by using the Gagliardo-Nirenberg-Sobolev
inequality, Chebyshev inequality, and a classical vertical truncation technique with
truncation level A ∈ (0, K) as follows:

(4.10) T11 =
p − 1
p

max
α

(∑

β

|bαβ|
)

×
∑
α

∫ t1
t0

∫
(min{nα, A} + (nα1nαàK −A)+)p+1

dx ds

à
2p(p − 1)

p
Ap max

α

(∑

β

|bαβ|
)∑
α

Mα(t1 − t0)

+ 2p(p − 1)
p

max
α

(∑

β

|bαβ|
)∑
α

∫∫
(nα1nαàK −A)

p+1
+ dx ds

à
2p(p − 1)

p
Ap max

α

(∑

β

|bαβ|
)∑
α

Mα(t1 − t0)

+ max
α

(∑

β

|bαβ|
)∑
α

CGNSS+[nα]

logA

∫∫
|∇(np/2α )|21nαàK dx ds.

Here, we can see that if we choose K then A large enough, the second term can
be absorbed by the dissipative term on the lefthand side of (4.8). The second
term T12 in (4.9) has a different flavor. Here, the improved integrability of the
solution (4.3) is applied to gain extra smallness on this nonlinear term. As with
the paper [13], we apply the bound (4.3), as well as the Sobolev inequality and
Cauchy-Schwarz inequality, to estimate the T12 term in (4.9) as follows:
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T12 à
4Kp−1(p − 1)

p

∑

α,β

|bαβ|
∫ t1
t0

∫ (
nβ −K/2

)2
+ dx ds

à
4CSKp−1(p − 1)

p

∑

α,β

|bαβ|
∫ t1
t0

(∫
|∇(nβ −K/2)+|dx

)2

ds

à
4CSKp−1(p − 1)

p

∑

α,β

|bαβ|

×
∫ t1
t0

(∫ |∇nβ|2
nβ

(1KánβáK/2 + 1nβ>K)dx
)

×
(∫

nβ1nβáK/2

)
ds

à
∑

α,β

|bαβ|
32(p − 1)CS sup

t0àtàt1

S2[nβ(t)]

p(logK)2

×
(

2p+1

p2

∫ t1
t0

∫
|∇(np/2β )|21K/2ànβàK dx ds

+ Kp−1
∫ t1
t0

∫ |∇nβ|2
nβ

1nβ>K dx ds

)
.

Since S2 is bounded on the time interval [t0, t1] (4.3), if K is large enough, these
terms can be absorbed by the lefthand side of (4.8).

For the last term T2 on the righthand side of (4.8), applying the symmetry of
the matrix B (1.5), Hölder’s inequality, and Young’s inequality, we can estimate it
as follows:

T2 = 2Kp−1
∑

α,β

∫ t1
t0

∫
nα1nα>K|bαβ|nβ(1nβ>K + 1nβàK)dx ds(4.11)

à 4Kp−1 max
α

(∑

β

|bαβ|
)∑
α

∫ t1
t0

∫
n2
α1nα>K dx ds.

Now, they are similar to the T12 term in (4.9), and we skip the treatment for the
sake of brevity.

Combining the estimates (4.9), (4.10), and (4.11), we have from (4.8) that

∑
α

∫
γK(nα(t1))dx +

∑
α

2(p − 1)
p2

∫ t1
t0

∫
|∇(np/2α )|21nαàK dx ds

à
∑
α

∫
γK(nα(t0))dx + 2pAp max

α

(∑

β

|bαβ|
)∑
α

MαT .
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Now, we can take A fixed and K to infinity to complete the proof of the lemma. ❐

Next, arguing along the lines of [13], we end up with the conclusion that free
energy solutions are classical solutions for all positive time. We quote the following
result.

Lemma 4.6 ([13]). Any physically relevant free energy solutions (nα)α∈I to
(1.1) are smooth for any strictly positive time, that is,

nα ∈ C∞((δ, T⋆)×R2),

for all δ > 0.

We have the following lower semicontinuity of the free energy functional.

Lemma 4.7 ([13]). Consider any bounded sequences (nα,k)α∈I of nonnegative
functions in L1

+(R
2) with finite second moment

∑
α

∫
nα,k|x|2 dx <∞.

Assume that {nα,k}∞k=1 has the same subcritical masses as nα, that is, |nα,k|1 = Mα,
for all α ∈ I, for all k ∈ N. If there exists a constant C such that the free energy
E[(nα,k)α∈I] is uniformly bounded in k, that is,

sup
k

E[(nα,k)α∈I] à C <∞,

and {nα,k}∞k=1 converges to nα in D′(R2) for all α ∈ I, there hold

nα ∈ L1
+(R

2),
∫
nα|x|2 dx < ∞, ∀α ∈ I,

E[(nα)α∈I] à lim inf
k→∞

E[(nα,k)α∈I].

Equipped with Lemmas 4.6 and 4.7, we turn to the following.

Proof of Theorem 1.8. The smoothness of the solutions was already proven in
Lemma 4.6. The proof of the equality in (2.1) is similar to the one in [13]. For
the sake of completeness, we detailed the proof as follows.

Since the solution nα, α ∈ I, is smooth for all positive time, the following
equality holds for all tn > 0, where tn → 0+:

E[n(t)] = E[n(tn)]+
∑
α

∫ t
tn
nα|∇ lognα −∇cα|2 dx ds.
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Combining this with the Lebesgue dominated convergence theorem, the lower
semi-continuity of the functional E proven in the last lemma and the fact that
n(tn) converges to n0 weakly in D′(R2), we have that

E[n0] à lim inf
n→0

E[n(tn)]

à lim
(
E[n(t)]+

∑
α

∫ t
tn
nα|∇ lognα −∇cα|2 dx ds

)

= E[n(t)]+
∑
α

∫ t
0
nα|∇ lognα −∇cα|2 dx ds.

Recalling the definition of the free energy solution, the proof of the free energy
dissipation equality is completed. ❐

5. UNIQUENESS OF THE FREE ENERGY SOLUTIONS

After proving the smoothness theorem for the system (1.1), we are ready to prove
the uniqueness of the physically relevant free energy solutions (nα)α∈I . To esti-
mate the deviation between two solutions on a small time interval, some smallness
estimates are needed. The following lemma provides the functional space where
we could seek for smallness.

Lemma 5.1. Consider the physically relevant free energy solution n to the system
(1.1). The following holds:

(5.1) lim
t→0+

t1/4
∑
α

|nα(t)|4/3 = 0.

Proof. The proof is similar to the one in the paper [13]. Before estimating
the norm t1/4|nα|4/3, we collect some estimates which we are going to use. It
is enough to consider a short interval [0, T ] ⊂ [0, T⋆). From the assumptions
(1.11b), (1.11c) we have that the positive part of the entropy is bounded:

∑
α

S+[nα(t)] à CL logL <∞, ∀ t ∈ [0, T ].

Next, we prove the estimate

(5.2)
∑
α

∣∣nα(t)
∣∣2

2t à CL2(B,M, |I|, CL log L) < ∞, ∀ t ∈ [0, T ].

The standard L2 energy estimate yields

d

dt

∑
α

∣∣nα
∣∣2

2 + 2
∑
α

∣∣∇nα
∣∣2

2 =
∑

α,β∈I
bαβ

∫
n2
αnβ dx.

Applying the Nash inequality, Gagliardo-Nirenberg-Sobolev inequality, and the
vertical truncation technique applied in the proof of Lemma 3.10, we can
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estimate the righthand side as follows:

d

dt

∑
α

∣∣nα
∣∣2

2 à −
∑
α

∣∣∇nα
∣∣2

2 +
∑

α,β

|bαβ
∣∣ · |nβ

∣∣3
3

à −
∑
α

∣∣∇nα
∣∣2

2 +
∑

α,β

|bαβ|
(∣∣nβ1nβàK

∣∣3
3 +

∣∣nβ1nβáK
∣∣1/3

1

∣∣nβ1nβáK
∣∣8/3

4

)

à −
∑
α

∣∣∇nα
∣∣2

2

+
∑

α,β

|bαβ|
(
K2Mβ +

CGNS sup
t∈[0,T]

S+[n(t)]
1/3

(logK)1/3

∣∣nβ
∣∣2/3

1

∣∣∇nβ
∣∣2

2

)

à −
∑
α

(
1−

∑

β

|bαβ|
CGNSC

1/3
L logL

(logK)1/3
M2/3
α

)∣∣∇nα
∣∣2

2 +
∑

α,β

|bαβ|K2Mβ

à −

(∑
α

∣∣nα
∣∣2

2

)2

2CN max
α
M2
α|I|

+
∑

α,β

|bαβ|K2Mβ,

where K is a large number chosen such that the coefficient of |∇nα|22 is less than
− 1

2 . Now, by comparing |nα|2 with the solution to the super equation

d

dt
f = − f 2

2CN max
α
M2
α|I|

+K2
∑

α,β

|bαβ|Mβ, f (0) = ∞,

we obtain (5.2).
Now, we estimate the quantity t1/4|nα(t)|4/3. By Hölder’s inequality and the

boundedness of the entropy, we have that

(t1/4|nα|4/3)4/3 = t1/3
∫
n4/3
α dx(5.3)

à

(∫
nα(log+nα + 2)dx

)2/3(
t

∫
n2
α(2+ log+nα)−2

dx

)1/3

à C(CL log L,M)

(
t

∫
n2
α(2+ log+nα)−2

dx

)1/3

.

To estimate the term in the parenthesis, we separate the integral into two parts
and use the increasing property of the function s/(2 + log+ s)2, the conservation
of mass, and (5.2) to estimate each piece:

t

∫
n2
α(2+ log+nα)−2

dx

à t

∫

nαàR
n2
α(2+ log+nα)

−2
dx + t

∫

nα>R
n2
α(2+ log+nα)

−2
dx

à t
R

(2+ log+ R)2

∫

nαàR
nα dx +

t

(2+ log+ R)2

∫

nαáR
n2
α dx

à t
MR

(2+ log+ R)2
+ CL2

(2+ log+ R)2
.
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Now set R := 1/t; we then have

t

∫
n2
α(2+ log+nα)−2

dx à
M + CL2

(
2+ log+

1
t

)2 → 0, t → 0+.

Combining this with (5.3) yields the result. ❐

Now, we prove Theorem 1.9. Consider the equation (1.1) in the mild form.
Since we have smoothness of the free energy solution, we have that the two for-
mulations are equivalent. Suppose that (nα,1)α∈I , (nα,2)α∈I are two solutions
subject to the same initial data nα0, α ∈ I; their difference then satisfies

nα,2(t)−nα,1(t)

= −
∫ t

0
e(t−s)∆∇ · ((∇cα,2(s)−∇cα,1(s))nα,2(s))ds

−
∫ t

0
e(t−s)∆∇ · (∇cα,1(s)(nα,2(s)−nα,1(s)))ds, ∀α ∈ I.

Define the following quantities:

Zα,ℓ(t) := sup
0<sàt

s1/4|nα,ℓ(s)|4/3, ℓ = {1,2};

∆α(t) := sup
0<sàt

s1/4|nα,2(s)−nα,1(s)|4/3, ∀α ∈ I.

The estimate (5.1) yields that limt→0+ Zα,ℓ(t) = 0. The ∆α(t) can be further
decomposed as follows:

(5.4) ∆α(T)

à sup
0àtàT

t1/4
∣∣∣∣
∫ t

0
e(t−s)∆∇ · ((∇cα,2(s)−∇cα,1(s))nα,2(s))ds

∣∣∣∣
4/3

+ sup
0àtàT

t1/4
∣∣∣∣
∫ t

0
e(t−s)∆∇ · (∇cα,1(s)(nα,2(s)−nα,1(s)))ds

∣∣∣∣
4/3

=: sup
0àtàT

Jα,1(t)+ sup
0àtàT

Jα,2(t).

Now, we estimate the Jα,2 term in (5.4) using Hölder’s inequality, the Hardy-
Littlewood-Sobolev inequality, Minkowski’s integral inequality, and the heat semi-
group estimate as follows:

Jα,2(t) à t
1/4
∫ t

0

C

(t − s)3/4
|∇cα,1|4 |nα,2 −nα,1|4/3 ds(5.5)

à

∫ t
0
C

t1/4

s1/2(t − s)3/4
ds
∑

β∈I
|bαβ|Zβ,1(t)∆α(t)

à C
∑

β∈I
|bαβ|Zβ,1(t)∆α(t).
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Similarly, we can estimate the Jα,1 term as follows:

(5.6) Jα,1(t) à C
∑

β

|bαβ|∆β(t)Zα,2(t).

Combining (5.4), (5.6), (5.5), and symmetry of B (1.5), we have that

∑
α

∆α(T) ≲
∑

α,β

|bαβ| sup
0àtàT

Zβ,1(t)∆α(t)+
∑

α,β

|bαβ| sup
0àtàT

∆β(t)Zα,2(t)

≲
∑

α,β

|bαβ| sup
0àtàT

∆α(t)(Zβ,1(t)+ Zβ,2(t))

≲ max
α,β

|bαβ|
∑
α

∆α(T)
(∑

β

2∑

ℓ=1

Zβ,ℓ(T)
)
.

Now, since Zβ,ℓ(t) approaches zero as time approaches 0+ (5.1), there exists a
small time T ′ such that

∑
α

∆α(T ′) à
1
2

∑
α

∆α(T ′), T ′ ∈ [0, T ].

Thus, we have
∑
α∆α ≡ 0, ∀ t ∈ [0, T ′]. The uniqueness now follows if we

iterate this argument.

6. LONGTIME BEHAVIOR OF THE FREE ENERGY SOLUTIONS

In this section, we studied the longtime behavior of the multi-species PKS system
(1.1). Since the solution becomes instantly smooth, we could assume that the
initial data nα0 is C∞ ∩ L1 for all α ∈ I. We rewrite the equation (1.1) in the
self-similar variables

X := x

R(t)
, τ := logR(t), R(t) :=

√
1+ 2t.

We define the solutions Nα, Cα in the self-similar variables:

nα(x, t) =
1

R2(t)
Nα(X, τ), cα(x, t) = Cα(X, τ).

Rewriting the equation (1.1) in the self-similar variables, we obtain that the Nα,
Cα satisfy the following equations subject to initial data Nα(X, τ = 0) (nα0(X)),
for all α ∈ I:

(6.1)




∂τNα = ∆Nα +∇ · (XNα)−∇ · (∇CαNα),
−∆Cα =

∑

β∈I
bαβNβ.
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To prove Theorem 1.10, we show that the solution Nα to the equation (6.1) is
uniformly bounded in time. This is due to the fact that the L2(dx) norm of
solutions nα to the original problem and the L2(dX) norm of the solutions Nα to
the equation (6.1) have the following relation:

∣∣nα
∣∣2
L2(dx) =

∣∣Nα
∣∣2
L2(dX)

R2(t)
=
∣∣Nα

∣∣2
L2(dX)

1+ 2t
.

Therefore, any uniform-in-time bound of |Nα|L2(dX) can be translated to decay of
|nα|L2(dx). We decompose our proof into several lemmas. First, we show that the
second moment of the solutions are uniformly bounded in time.

Lemma 6.1. Consider the solutions Nα, α ∈ I to the equation (6.1). The total
second moment is uniformly bounded in time, that is,

(6.2)
∑

α∈I

∫
Nα(X, τ)|X|2 dX à CV,R < ∞, ∀τ ∈ [0,∞).

Proof. Similar to the proof of (2.3), we calculate the time evolution of the
second moment:

d

dτ

∑
α

∫
Nα|X|2 dX

= −2
∑
α

∫
Nα|X|2 dX +

(∑
α

4Mα

)(
1− QB,M[I]

8π

)
.

Now we see that the total second moment is bounded:

∑
α

∫
Nα|X|2 dX

à max
{

1
2

(∑
α

4Mα

)(
1− QB,M[I]

8π

)
,
∑
α

∫
(Nα)0|X|2 dX

}
. ❐

Much as in the proof of the estimate (2.1), we can show that the equation
(6.1) has the following decreasing free energy for all τ á 0:

ER[N(τ)] =
∑

α∈I

∫
Nα logNα dX

+
∑

α,β∈I

bαβ
4π

∫∫
log |X − Y |Nα(X)Nβ(Y)dX dY

+ 1
2

∑

α∈I

∫
Nα|X|2 dX à ER[N0].
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Now, we apply the log-HLS inequality (3.2) to get a bound for the entropy,

SR[N] =
∑
α

∫
Nα logNα dX,

obtaining

ER[N0] á ER[N]

á
∑

α∈I

∫
Nα logNα dX +

∑

α,β∈I

(bαβ)+
4π

∫
Nα(X) log |X − Y |Nβ(Y)dX dY

−
∑

α,β

(bαβ)−
4π

∫∫

|X−Y |á1
Nα(X) log |X − Y |Nβ(Y)dX dY

+ 1
2

∫
Nα|X|2 dX

= (1− θ)
∑

α∈I

∫
Nα logNα dX + θ

( ∑

α∈I

∫
Nα logNα dx

+ 1
4π

∑

α,β∈I

(bαβ)+
θ

∫∫
Nα(X) log |X − Y |Nβ(Y)dX dY

)

−
∑

α,β

(bαβ)−
4π

(MαVβ +MβVα)+
1
2

∫
Nα|X|2 dX

á (1− θ)
∑

α∈I

∫
Nα log+Nα dX

− (1− θ)
∫
Nα log−Nα dX − θClHLS(B,M)

−
∑

α,β

(bαβ)−
4π

(MαVβ +MβVα)+
1
2

∫
Nα|X|2 dX.

Here, the θ ∈ (0,1) is chosen as in the proof of Proposition 3.3. Now, since the
second moment is bounded for all time (6.2), we have that ClHLS < ∞ and the
negative part of the entropy is uniformly bounded in time, that is,

∫
Nα(X, τ) log−Nα(X, τ)dX < C <∞ ∀τ ∈ [0,∞),

which in turn yields that

∑

α∈I

∫
Nα(X, τ) log+Nα(X, τ)dX(6.3)

< CL logL,R < ∞, ∀τ ∈ [0,∞).
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Once the positive part of the entropy is bounded, we estimate the time evolution∑
α |(Nα − K)+|22 as in the proof of Lemma 3.10:

1
2

d

dt

∑
α

∣∣(Nα −K)+
∣∣2

2 à
(
− 3+ η(K)max

α

(∑

β

|bαβ|
)
CGNS

)

×
∑
α

∫
|∇(Nα −K)+|2 dX

+ C(K,B,M)
∣∣(Nα −K)+

∣∣2
2 + C(K,B,M),

where η(K) à CL logL,R/(logK) is made small enough. Now, we choose the K
large enough and apply the Nash inequality to get

d

dt

∑
α

∣∣(Nα −K)+
∣∣2

2 à −

(∑
α

∣∣(Nα −K)+
∣∣2

2

)2

CN
∑
α

∣∣(Nα −K)+
∣∣2

1 |I|

+ C(K,B,M)
∑
α

∣∣(Nα −K)+
∣∣2

2 + C(K,B,M).

As |(Nα−K)+|1 à |Nα|1 =Mα <∞, we have that
∑
α |(Nα−K)+|2 à CL2,R < ∞,

for all τ ∈ [0,∞). This completes the proof of Theorem 1.10.

7. MULTI-SPECIES PKS SUBJECT TO

NON-SYMMETRICAL COUPLING ARRAYS

7.1. Symmetrizable case. In general, the chemical generation coefficient
matrix B is non-symmetrical. This introduces new challenges in the analysis. We
will not cover the general situation in this paper. However, in certain cases, one
can symmetrize the system. First, recall the sign function:

sign(f ) =




1, f > 0,

0, f = 0,

−1, f < 0.

If sign(bαβ) = sign(bβα) and the matrix B is three diagonal, that is, bαβ ≠ 0
only if |α − β| à 1, the system can always be symmetrized. Specifically, all the
two species models with sign(b12) = sign(b21) are symmetrizable. To show the
method, we consider system (1.1) subject to a general 3-by-3 matrix

∂tnα +
∑

β∈{1,2,3}
∇ · (bαβ(−∇∆−1)nβnα) = ∆nα, α ∈ {1,2,3},

B =



b11 b12 b13

b21 b22 b23

b31 b32 b33


 , sign(bαβ) = sign(bβα), b13 = b31 = 0.
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First, we multiply the equation of n2 by b12/b21 and redefine ñ2 := (b12/b21)n2

to obtain

∂tn1 +∇ · (b11(−∇∆−1)n1n1 + b21(−∇∆−1)ñ2n1) = ∆n1;

∂tñ2 +∇ ·
(
b21(−∇∆−1)n1ñ2+

+ b21b22

b12
(−∇∆−1)ñ2ñ2 + b23(−∇∆−1)n3ñ2

)
= ∆ñ2.

Now, we can perform the same trick on the third equation by multiplying it by
b12b23/(b32b21) and redefining ñ3 := b12b23n3/(b32b21); we thus obtain that

∂tñ2 +∇ ·
(
b21(−∇∆−1)n1ñ2 +

b21b22

b12
(−∇∆−1)ñ2ñ2+

+ b32b21

b12
(−∇∆−1)ñ3ñ2

)
= ∆ñ2,

∂tñ3 +∇ ·
(
b32b21

b12
(−∇∆−1)ñ2ñ3 +

b32b21b33

b12b23
(−∇∆−1)ñ3ñ3

)
= ∆ñ3.

Now we see that the new coefficient matrix is symmetrical. For the general tridi-
agonal matrix with sign(bαβ) = sign(bβα), the symmetrization is similar.

Remark 7.1. This three diagonal chemical generation matrices B correspond
to the fact that there exists a hierarchical structure in the community, in which
one species only communicates to their direct neighbors.

7.2. Essentially dissipative case. In this section, we prove Theorem 1.13.

Proof of Theorem 1.13. First, note that if I(|I|) = I, then I(0) is not an empty
set. Otherwise, one obtains that I(|I|) is an empty set, which is a contradiction.
We prove that

∑
α |nα(t)|L∞t (0,∞;Hsx) à CHs <∞.

First, we prove the L∞ bound of the nα’s. We pick all the α0 ∈ I(0), and

calculate the time evolution of the |nα0 |2p2p, ∀p ∈ [1,∞), using the fact that
bα0β à 0 for all β ∈ I

1
2p

d

dt

∣∣nα0

∣∣2p
2p = −

2p − 1
p2

∣∣∇(nα0)p
∣∣2

2 −
2p − 1

2p

∫
n

2p
α0∆cα0 dx

= −2p − 1
p2

∣∣∇nα0

∣∣2
2 +

2p − 1
2p

∑

β∈I
bα0β

∫
n

2p
α0nβ dx à 0.

As a result, for any p ∈ [1,∞), |nα0 |2p à |(nα0)0|2p. Since the initial data is in
L1 ∩ L∞, we have that maxα0∈I(0) |nα0 |Lt∞(0,∞;L∞x ) à CI(0) < ∞. Next, we look at
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all the α1 in the set I(1). Calculating the time evolution of the L2p norm using
the Nash inequality, we have that

1
2p

d

dt

∣∣(nα1)p
∣∣2

2 à −
2p − 1
p2

∣∣∇(nα1)p
∣∣2

2 +
2p − 1

2p

∑

β∈I(0)
bα1β

∫
nβn

2p
α1

à −2p − 1
p2

∣∣(nα1)p
∣∣4

2

CN
∣∣(nα1)p

∣∣2
1

+ 2p − 1
2p

∑

β∈I(0)
bα1β|nβ|∞

∣∣(nα1)p
∣∣2

2.

Since |nβ|∞ < CI(0) < ∞, ∀β ∈ I(0), we have that

sup
t∈[0,∞)

∣∣nα1

∣∣2p
2p àmax

{
pCN sup

t∈[0,∞)

∣∣nα1

∣∣2p
p

∑

β∈I(0)
|bα1β|CI(0) ,

∣∣(nα1)0

∣∣2p
2p

}
.

Since |nα1 |L1 = Mα1 < ∞ and |(nα1)0|L∞ < ∞, by the Moser-Alikakos iteration,
we have that |nα1 |∞ à CI(1) < ∞. By the same argument, we have that

sup
t∈[0,∞)

|nα(t)|∞ à C∞ < ∞, ∀α ∈ I(|I|).

Since B is essentially dissipative, I(|I|) = I, we have that |nα|L∞t (0,∞;L∞x ) à C∞ for
all α ∈ I.

Next, we estimate the Hs (2 à s ∈ N) norms of the solutions. Assume we
have already obtained the Hs−1 estimate, that is,

|nα(t)|Hs−1 à CHs−1 < ∞, ∀ t ∈ [0,∞).

We estimate the time evolution of
∑
α |∇snα|22 using the GNS inequality and

HLS inequality as follows:

d

dt

∑
α

∣∣∇snα
∣∣2

2 à −
∑
α

∣∣∇s+1nα
∣∣2

2 +
∑
α

∣∣∇cα
∣∣2
∞
∣∣∇snα

∣∣2
2

+
∑
α

s+1∑

ℓ=2

∣∣∇ℓcα
∣∣2

4

∣∣∇s+1−ℓnα
∣∣2

4

≲ −
∑
α

∣∣∇s+1nα
∣∣2

2 +
∑

α,β

|bαβ|(M2
β + C2

∞)
∣∣∇snα

∣∣2
2

+
∑

α,β

s+1∑

ℓ=2

|bαβ| · |∇ℓ−1nβ
∣∣2

4/3

∣∣∇s+1−ℓnα
∣∣2

4

≲ −
∑
α

∣∣∇snα
∣∣2+2/s

2

CGNS

∣∣nα
∣∣2/s

2

+
∑
α

∣∣∇snα
∣∣2

2 +
∑
α

∣∣nα
∣∣2

2.
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Since
∑
α |nα|L∞t (0,∞;L2

x) à C∞ +
∑
αMα, we have that

∑
α

|∇snα(t)|2 à CHs
(
C∞,

∑
α

|∇snα0|2,M,B
)
<∞

for all t ∈ [0,∞). This completes the proof of the theorem. ❐

We conclude with a remark concerning the longtime behavior of the solu-
tions. We can rewrite the equation (1.1) in the self-similar variables as in Section 6
(6.1). Applying similar techniques from the proof of Theorem 1.13 yields that the
solutions n decay in L2, that is,

∑
α

∣∣nα(t)
∣∣2

2 à
C

1+ t , t ∈ R+.

Here, C is a constant which only depends on the initial data. We sketch the proof
as follows. As in Section 6, the goal is to show that

∑
α |Nα|2L2(dX) is uniformly

bounded in time τ ∈ [0,∞). For the sake of simplicity, we use | · |p to denote
| · |Lp(dX). First, we estimate the Lp norms of the solutions nα0 , α0 ∈ I(0).
Combining standard Lp energy estimates, the Nash inequality, and the fact that
bα0β à 0 for all β ∈ I yields that

1
2p

d

dτ

∣∣(Nα0)p
∣∣2

2 −
2p − 1
p2

∣∣∇(Nα0)p
∣∣2

2

+ 2(2p − 1)
2p

∣∣(Nα0)p
∣∣2

2 +
2p − 1

2p

∑

β

bα0β

∫
N

2p
α0Nβ dX

à −2p − 1
p2

∣∣(Nα0)p
∣∣4

2

CN
∣∣(Nα0)p

∣∣2
1

+ 2(2p − 1)
2p

∣∣(Nα0)p
∣∣2

2.

This estimate yields that

sup
τ∈[0,∞)

∣∣Nα0(τ)
∣∣2p

2p à max
{
pCN sup

τ∈[0,∞)

∣∣(Nα0)(τ)
∣∣2p
p ,

∣∣Nα0(0)
∣∣2p

2p

}
.

Since |Nα0 |1 = Mα0 < ∞ and |Nα0(0)|L1∩L∞ < ∞, we can apply the Moser-
Alikakos iteration to obtain that

sup
τ∈[0,∞)

|Nα0(τ)|L1∩L∞ à CI(0) <∞.

Now, applying the same iteration technique as the one in the proof of Theo-
rem 1.13 yields the result.
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Remark 7.2. Direct application of the free energy method yields the follow-
ing general result.

Assume the matrix B only has positive entries, that is, B = B+ case. Define
the support of a symmetrical matrix Cm×m to be the indices of the rows such that
there are non-zero entries in this row, that is,

supp(C) = {i ∈ {1,2, . . . ,m}| Cij ≠ 0 for some j ∈ {1,2, . . . ,m}}.

If there exists a sequence of positive symmetrical matrices {Bℓ}ℓ∈L such that∑
ℓ∈L Bℓ = B and

QBℓ,M[J ∩ suppBℓ] < QBℓ,M[I ∩ suppBℓ] < Cℓ < 8π,

for all ∅ ≠ J Î I and ∀ℓ ∈ L, and
∑

ℓ∈L
Cℓ1α∈suppBℓ < 8π ∀α ∈ I,

then there exists a global solution. A conjecture is that if this condition involving
the strict inequalities fails—namely, if in some of the strict inequalities the < are
replaced by >, then there must be a finite time blow-up.
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[13] G. E. FERNÁNDEZ and S. MISCHLER, Uniqueness and long time asymptotic for the Keller-Segel
equation: The parabolic-elliptic case, Arch. Ration. Mech. Anal. 220 (2016), no. 3, 1159–1194.
http://dx.doi.org/10.1007/s00205-015-0951-1. MR3466844

[14] E. ESPEJO, K. VILCHES, and C. CONCA, Sharp condition for blow-up and global existence in
a two species chemotactic Keller-Segel system in R2, European J. Appl. Math. 24 (2013), no. 2,
297–313. http://dx.doi.org/10.1017/S0956792512000411. MR3031781

[15] A. FASANO, A. MANCINI, and M. PRIMICERIO, Equilibrium of two populations subject to
chemotaxis, Math. Models Methods Appl. Sci. 14 (2004), no. 4, 503–533. http://dx.doi.
org/10.1142/S0218202504003337. MR2046576

[16] S. HE, Mixing, flocking and cooperation: Analytical studies of transport phenomena in biology, Ph.D.
Thesis, University of Maryland, College Park, June 2018.

[17] T. HILLEN and K. J. PAINTER, A user’s guide to PDE models for chemotaxis, J. Math. Biol. 58
(2009), no. 1–2, 183–217. http://dx.doi.org/10.1007/s00285-008-0201-3. MR2448428

[18] D. HORSTMANN, From 1970 until present: The Keller-Segel model in chemotaxis and its conse-
quences. I, Jahresber. Deutsch. Math.-Verein. 105 (2003), no. 3, 103–165. MR2013508
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[21] A. KURGANOV and M. LUKÁČOVÁ-MEDVIĎOVÁ, Numerical study of two-species chemotaxis
models, Discrete Contin. Dyn. Syst. Ser. B 19 (2014), no. 1, 131–152. http://dx.doi.org/10.
3934/dcdsb.2014.19.131. MR3245085

[22] T. NAGAI, Blow-up of radially symmetric solutions to a chemotaxis system, Adv. Math. Sci. Appl. 5
(1995), no. 2, 581–601. MR1361006

[23] T. NAGAI, T. SENBA, and K. YOSHIDA, Application of the Trudinger-Moser inequality to a para-
bolic system of chemotaxis, Funkcial. Ekvac. 40 (1997), no. 3, 411–433. MR1610709

[24] Y. NAITO, Asymptotically self-similar solutions for the parabolic system modelling chemotaxis, Self-
similar Solutions of Nonlinear PDE, Banach Center Publ., vol. 74, Polish Acad. Sci. Inst. Math.,
Warsaw, 2006, pp. 149–160. http://dx.doi.org/10.4064/bc74-0-9. MR2295185

[25] I. SHAFRIR and G. WOLANSKY, Moser-Trudinger and logarithmic HLS inequalities for systems,
J. Eur. Math. Soc. (JEMS) 7 (2005), no. 4, 413–448. http://dx.doi.org/10.4171/JEMS/
34. MR2159222

http://dx.doi.org/10.1007/s10444-017-9545-9
http://www.ams.org/mathscinet-getitem?mr=3755752
http://dx.doi.org/10.1017/S0956792511000258
http://www.ams.org/mathscinet-getitem?mr=2853987
http://dx.doi.org/10.1016/j.jde.2014.05.019
http://www.ams.org/mathscinet-getitem?mr=3227285
http://dx.doi.org/10.1016/j.mcm.2007.06.005
http://www.ams.org/mathscinet-getitem?mr=2404241
http://dx.doi.org/10.1073/pnas.1525228113
http://dx.doi.org/10.1073/pnas.1525228113
http://dx.doi.org/10.1007/s00205-015-0951-1
http://www.ams.org/mathscinet-getitem?mr=3466844
http://dx.doi.org/10.1017/S0956792512000411
http://www.ams.org/mathscinet-getitem?mr=3031781
http://dx.doi.org/10.1142/S0218202504003337
http://dx.doi.org/10.1142/S0218202504003337
http://www.ams.org/mathscinet-getitem?mr=2046576
http://dx.doi.org/10.1007/s00285-008-0201-3
http://www.ams.org/mathscinet-getitem?mr=2448428
http://www.ams.org/mathscinet-getitem?mr=2013508
http://dx.doi.org/10.2307/2153966
http://dx.doi.org/10.2307/2153966
http://www.ams.org/mathscinet-getitem?mr=1046835
http://dx.doi.org/10.1016/j.jde.2009.03.027
http://www.ams.org/mathscinet-getitem?mr=2510126
http://dx.doi.org/10.3934/dcdsb.2014.19.131
http://dx.doi.org/10.3934/dcdsb.2014.19.131
http://www.ams.org/mathscinet-getitem?mr=3245085
http://www.ams.org/mathscinet-getitem?mr=1361006
http://www.ams.org/mathscinet-getitem?mr=1610709
http://dx.doi.org/10.4064/bc74-0-9
http://www.ams.org/mathscinet-getitem?mr=2295185
http://dx.doi.org/10.4171/JEMS/34
http://dx.doi.org/10.4171/JEMS/34
http://www.ams.org/mathscinet-getitem?mr=2159222


1624 SIMING HE & EITAN TADMOR

[26] Y. TAO and M. WINKLER, Boundedness in a quasilinear parabolic-parabolic Keller-Segel system
with subcritical sensitivity, J. Differential Equations 252 (2012), no. 1, 692–715. http://dx.
doi.org/10.1016/j.jde.2011.08.019. MR2852223

[27] G. WOLANSKY, Multi-components chemotactic system in the absence of conflicts, Eu-
ropean J. Appl. Math. 13 (2002), no. 6, 641–661. http://dx.doi.org/10.1017/

S0956792501004843. MR1949727

SIMING HE:
Department of Mathematics
Duke University
120 Science Dr.
Durham, NC 27708, USA
E-MAIL: siming.he@math.duke.edu

EITAN TADMOR:
Department of Mathematics
Institute for Physical Sciences & Technology (IPST)
University of Maryland
College Park, MD 20742, USA
E-MAIL: tadmor@umd.edu

KEY WORDS AND PHRASES: Patlak-Keller-Segel, chemotaxis, parabolic system.

2010 MATHEMATICS SUBJECT CLASSIFICATION: 35K58, 35K40, 35Q92.

Received: March 6, 2019.

http://dx.doi.org/10.1016/j.jde.2011.08.019
http://dx.doi.org/10.1016/j.jde.2011.08.019
http://www.ams.org/mathscinet-getitem?mr=2852223
http://dx.doi.org/10.1017/S0956792501004843
http://dx.doi.org/10.1017/S0956792501004843
http://www.ams.org/mathscinet-getitem?mr=1949727

	1. Introduction
	2. Preliminaries
	3. Global Existence for Subcritical Data
	4. Smoothness of the Free Energy Solutions
	5. Uniqueness of the Free Energy Solutions
	6. Longtime Behavior of the Free Energy Solutions
	7. Multi-Species PKS Subject to Non-Symmetrical Coupling Arrays
	References

